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1 Scope and Audience 1 

The TCG Trusted Multi-Tenant Infrastructure Reference Framework describes a broad 2 
set of foundational principles and requirements as well as a library of re-usable 3 

patterns where TCG technology may be applied between components in an enterprise 4 
context. They may likewise influence facets of other TCG committees and external 5 

standards bodies. These requirements and patterns serve as the “building blocks” for 6 
establishing Trusted Systems Domains and implementation of Trusted Multi-Tenant 7 
Infrastructure solutions. The requirements and patterns have been derived from the 8 
TCG Trusted Multi-Tenant Infrastructure Use Cases and are not intended to be a 9 
complete list of requirements or patterns, but to form the foundation of a library of 10 

best practices that will grow and change over time. 11 

 12 
We anticipate the TMI Reference Framework will provide guidance and implementation 13 
patterns for cloud providers and consumers to implement a trusted computing base 14 
using shared multi-tenant infrastructure.  15 

 16 

1.1 Key words 17 

Highlighted Terms such as Systems Domain represent reserved terms within the 18 
presentation of best practices content. These terms have a specific defined meaning 19 
when used. When all or part of the reserved term is italicized, as in Challenger 20 
Management Agent, then then the term has been abstracted to refer to one or more 21 

specific terms (such as Consumer Management agent or Provider Management 22 

Agent, rather than create patterns otherwise duplicated for each of the similar terms. 23 

1.2 Statement Type 24 

Please note the text in this document will be of the kind informational statements, as a 25 
reference document is not intended to be normative. While not normative, the 26 
reference material does form the basis for assessment of best practices in the design 27 
and implementation of Trusted Multi-Tenant Infrastructure solutions, and may form 28 

the basis for future compliance and assessment approaches, at which time normative 29 
standards would be established.  30 
 31 
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2  TCG Trusted Multi-Tenant Infrastructure 32 

Reference Framework 33 

The reference framework defines requirements and implementation patterns that use 34 
TCG technology and other appropriate industry standards to describe the foundational 35 
relationship between the various components in a trusted multi-tenant infrastructure 36 
(TMI) domain and how they interact. This interaction is based on three core 37 

foundational primitives: 38 
 39 

- Establish a Trusted Context in which information can be exchanged between 40 
parties 41 

- Exchange Information between parties within the trusted context 42 
- Enforce Policy using the integrity measurements, assertions and attestations 43 

exchanged between parties 44 
 45 
With these core primitives in place, a consumer domain could validate the ability of an 46 
environment provider to enforce separation and operational policy within a cloud or 47 
shared infrastructure. In terms of context – “separation” means that the services, 48 

systems and data that comprise a trusted security domain are completely separate 49 
from other trusted security domains within the cloud so that only by explicit 50 
allowances in operational policy from both trusted security domains can one domain 51 
even be aware of another domain. This separation may be either logical or physical 52 
depending on the policy of consumer and the capabilities of the provider.  53 

 54 
A number of approaches could be taken to define a reference model. We could start 55 

with a proscribed architecture that should be implemented to solve a particular pre-56 
defined problem set and then document the requirements and protocols to be used 57 
between components of that architecture. This assumes a well-known common 58 

problem set and can be very restrictive when applied to new problems or technology 59 
domains. An alternate path is to define the requirements that should be true to allow a 60 
set of components to come together and establish trusted relationships, then create a 61 
“tool box” of implementation patterns that may be used to meet the requirements. This 62 
allows for greater flexibility in the problem set to which the model can be applied, but 63 

takes much longer to build to the point where it can be applied to real world problems. 64 
This reference model is based on the second approach and defines the initial release of 65 
the tool box.  66 
 67 
The framework defines core requirements and design principles that are necessary to 68 

establish an end to end trusted infrastructure. The core requirements give the basic 69 
concepts of the TMI and generic information relative to TMI functionality.  70 
 71 
The framework then describes implementation patterns, measurements and validation 72 
mechanisms to address the security concerns of enterprise consumers. The patterns 73 

in this document are intended to be generic in nature, applicable to many specific 74 
industries and implementation needs.  75 
 76 

The next document in the reference model set is the implementation guidance. This 77 
establishes a set of real world problems based on the use cases previously defined and 78 
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shows how the patterns and requirements can be used to create a trusted multi-79 
tenant infrastructure solution within a set of assumed policy constraints. 80 
 81 

A later set of industry or implementation profile documents will describe how to use 82 

these patterns and design principles to meet the specific needs of various industries 83 
and establish infrastructures compliant with the standards and regulations associated 84 
with the subject industry or implementation type. 85 
 86 

A TMI implementation designer should review and implement the information in the 87 

TMI reference framework specification and review the domain specific document for 88 
the intended industry or implementation type. The implementation specific document 89 
will contain normative statements that affect the design and implementation of a TMI. 90 
A TMI designer should review and implement the core requirements, including testing 91 
and evaluation, as set by the TCG Conformance Workgroup. The TMI should comply 92 

with the requirements and pass any evaluations set by the Conformance Workgroup. 93 
The TMI can undergo more stringent testing and evaluation based on industry 94 
requirements. 95 
 96 

2.1 TMI Terminology 97 

In this section we will discuss some of the specific terminology for the TMI Reference 98 

Framework – some of the terms that are going to be used are industry wide terms that 99 
have specific connotations when used in the TMI Context.  100 

It is important to understand how trust is thought of in the context of the reference 101 

model. Trust is not a binary concept. Trust can be better thought of as acceptance of 102 
risk mitigation as sufficient. The degree of mitigation should exceed the level of risk 103 

exposure. If the mitigations are sufficient to address the risks then a solution can be 104 
described as trustworthy in that context.  The reference model also talks about 105 
measuring and enforcing policy compliance. Policy in this case is a set of testable 106 
statements describing evaluation of the level of mitigation necessary to address the 107 
risk and establish trust. 108 

 109 
Multi-Tenancy is described in many of the use cases, requirements and patterns in 110 
the context of an Infrastructure as a Service (IaaS) cloud offering. This leads to a 111 
discussion of the provisioning of servers, storage, network connections and so forth 112 
within or across data center providers. The reference model applies equally well to 113 

other constructs, such as multi-tenancy within a server, storage device, application 114 
mobile device or laptop.    115 
 116 
The diagram below is the simplified view of the TMI Reference Architecture for IaaS 117 
and the view of the TMI in terms of multiple domains within a single logical service. 118 

 119 
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 120 
 121 
The table below is a list of those most common terms and some contextual information 122 
on each of the terms. In most cases the terms are actually “actors” within the use 123 
cases. 124 
 125 

Term Definition – Context 

Asset A functional IT component available for use within a 
Trusted Systems Domain 

Client Device An external (not a part of the Trusted Systems Domain) 
end user device that allows the consumer to access the 
Trusted Systems Domain  

Communications 
Channel 

A point-to-point or point to multipoint path as defined by 
all participants’ policies that allows for communications 
between distinct domains. 

Compliant Asset An asset that has met the pre-determined criteria for use 
within the Trusted Systems Domain 

Consumer The party responsible for the assets within a Trusted 

Systems Domain 

Consumer Audit 
Agent 

Requests from the assets logs of their activity within the 
Trusted Systems Domain. The data required for each 

asset is controlled by the policy of the Trusted Systems 
Domain. Owned by the consumer. 

Consumer 

Centralized Audit 
Collection 
Environment  

Collects audit data from various Assets within the 

Trusted Systems Domain.   

Consumer 

Management Agent 

The Systems Management automation suite acting on 

behalf of a consumer organization as an operator and 
PEP for the Trusted Systems Domain 
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Term Definition – Context 

Data Exchange 

Gateway 

Provides controlled information exchange across the 

boundary between asset domains. The data exchange 

gateway is a logical construct that is dictated by both the 
consumer policy and provider policy that allows for only a 
set of communications and protocols as dictated by the 
policies of both the consumer and provider. Responsibility 

of providing the Data Exchange Gateway is typically on 
the Provider and the policies of actual communication on 
the Consumer.   

Peripheral Device A device such as a printer, copier, scanner or other 
network connected device allocated within a Trusted 
Systems Domain  

Policy A principle or rule to guide decisions and achieve rational 

outcome(s)  

Policy Decision Point See RFC3198. TMI uses the strict definition which may 
differ in some ways from the more focused usage in the 
TCG Trusted Network Connect (TNC) specifications 

Policy Enforcement 

Point 

See RFC 3198. TMI uses the strict definition which may 
differ in some ways from the more focused usage in the 
TCG Trusted Network Connect (TNC) specifications 

Policy Information 

Point 

A mechanism that can provide information and attributes 

about users, environment and other facts useful in 
reaching a policy decision  

Provider Audit Agent Requests from the assets logs of their activity within the 

Provider Systems Domain. The data require for each asset 
is controlled by the policy of the Provider Systems 
Domain. Owned by the provider. 

Provider Centralized 
Audit Collection 
Environment  

Collects audit data from various Assets within the 
Provider Systems Domain.   

Provider 

Environment 

A logical grouping containing one or more components 

available for allocation to a consumer and governed by a 
consistent set of operational and security policies 

Provider 

Environment Policy 

A set of rules that establish a given policy of actions and 

allowed activity that governs the Provider Environment 

Provider 
Management Agent  

The Systems Management automation suite acting on 
behalf of a provider organization as an operator and PEP 

for the provider. 

Provider Systems 
Domain Policy Store 

The default repository of Policy Statements for each 
provider. Owned by the Provider 
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Term Definition – Context 

Quarantine The Quarantine holds assets that have become non-

compliant. Assets that are quarantined may be able to be 

provisioned so that they can be returned to service. 

Server A physical or virtual server machine 

Storage Volume  A physical or virtual storage container capable of being 
mounted as a volume on an OS instance 

Trusted Entity Store The repository of information about assets and operators 
with which a trusted context has been established in a 
trusted systems domain. The store contains the identity, 
attestation keys, compliance statements and policy store 
location for each asset or operator 

Trusted Systems 
Domain 

A logical grouping containing infrastructure assets, 
service providers (operators), users, applications and 

information where a trusted context has been established 
and governed by a consistent set of operational and 
security policies 

Trusted Systems 
Domain Policy Store 

The default repository of Policy Statements for each 
Trusted Systems Domain.  Owned by the Trusted 
Systems Domain. 
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3 TCG Trusted Multi-Tenant Infrastructure Core 126 

Requirements and Design Principles 127 

The requirements and design principles are the first of two linked parts of the TMI 128 
Reference Framework. Each of the requirements in this section can be met using one 129 
or more of the related patterns in the next section. This provides a set of 130 
comprehensive high level requirements for establishing and maintaining a TMI, as well 131 

as the logical plan to meet the requirement. 132 

3.1 Core Functions 133 

The Core functions use TCG technology and other appropriate industry standards to 134 
describe the foundational relationship between the various components in a trusted 135 
computing domain and how they interact. The core functions are: 136 
 137 

- Establish a Trusted Context in which information can be exchanged between 138 
parties 139 

- Exchange Information between parties within the trusted context 140 
- Enforce Policy using the integrity measurements, assertions and attestations 141 

exchanged between parties 142 
 143 

With these functional primitives in place, a consumer trusted systems domain can 144 
validate the ability of an environment provider to enforce separation and operational 145 
policy within a cloud or shared infrastructure context. In terms of context – 146 
“separation” means that the services, systems and data that comprise a trusted 147 

security domain are completely separate from other trusted security domains within 148 

the cloud so that only by explicit allowances in operational policy from both trusted 149 
security domains can one domain even be aware of another domain. This separation 150 
occurs as a logical construct. 151 

3.1.1 Establish a Trusted Context 152 

Probably the most fundamental of the core functions, the requirement to establish a 153 

trusted context in which to create and operate a systems domain ensures a basic 154 
understanding of the identity and compliance levels of the device and operational 155 
parties involved. A trusted context involves gathering a few key artifacts that represent 156 
the trusted state of a trust domain; a unique and verifiable identity for the device or 157 
party, a statement of compliance, the information necessary for policy resolution, and 158 

an Attestation Key that is used to sign information in communication with the device 159 
or party. In addition to the Attestation Key, it may also be desirable to generate an 160 
Encryption Key. It is recognized that it is bad practice to both sign and encrypt 161 
messages using the same key. While the nature of keys generated is necessarily 162 
aligned to the standard or protocol to which the pattern is mapped, it is also 163 

recommended that protocols are selected that operate in accordance with recognized 164 
best practice.  165 

NOTE: While the name of the attestation key is similar to the TPM Attestation Identity 166 
Key (AIK), its function within this context is to logically describe the key that signs 167 

attestations of state, policy or other information exchanged between parties in a TMI. 168 

 169 
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3.1.1.1 All active participants in a trusted multi-tenant environment should 170 
establish a trusted context within which interactions occur.  171 

 172 

The intent is to generate an understanding of the degree to which one party will trust, 173 

or rely upon, the information provided by another party. A trusted context is 174 
established when the various parties who are interacting with or managing a TMI 175 
environment have implemented processes, controls and protocols for assuring the 176 
confidentiality, integrity, availability and auditability of the environments and the 177 
messages they send and receive. The trust can be through direct exchange of identity 178 

assertions or through a trusted third party.  179 
 180 
Among the elements of a trusted context are: 181 
-  the ability to assure that messages sent and received are not tampered with or 182 

intercepted 183 

- The ability to measure the integrity of assets or processes within the TMI 184 
- The ability to support non-repudiation 185 
 186 
Users who do not have an ability to exert control over the provider or consumer 187 
resources in a TMI can be trusted parties. If they are not trusted parties, their 188 

interactions should be monitored to ensure that the trusted state of the environment 189 
is not compromised. 190 
 191 

3.1.1.2 The provider and consumer Domain management agents should each 192 
establish and maintain a Trusted Entity Store (TES) to record 193 

information about the trust relationships with each other and any other 194 
party or asset with which they interact 195 

 196 
Once a trusted context has been established with a device or party, the context 197 
information about that entity should be maintained to allow future communications. 198 

The TES is the authoritative repository of information about assets and operators with 199 
which a trusted context has been established in a trusted systems domain. The store 200 
contains information about the identity credential, attestation keys, compliance 201 
statements and policy store location for each asset or operator. This information might 202 
be appropriate to store in the TNC MAP, for example, as state and event measurement 203 

information is collected on an asset. 204 
 205 
To facilitate the requirement to establish a trusted context and exchange information 206 
within that trusted context data is collected about assets and parties. The information 207 

is initially collected as the assets or parties are added to the trusted systems domain, 208 
and then may be updated as needed based on domain policy.  The TES can be used to: 209 

- Identify all entities within the trusted systems domain for broadcast 210 
communication 211 

- Identify eligible parties for targeted messages 212 

- Identify the capabilities and level of compliance of parties within the trusted 213 
systems domain 214 

- Hold credentials or other tokens necessary to encrypt or sign messages to 215 

another party 216 
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- Resolve policy statements requiring attributes about parties or assets 217 
- And other functions of this type 218 

It would be very inefficient to have to re-establish trust every time there is a need for 219 

interaction, so the TES serves as a repository or cache for the information necessary to 220 

operate a TMI. 221 
 222 

3.1.2 Information Flow between Trusted Parties  223 

Once a trusted context has been established and information about the assets and 224 

parties is available, then it is possible for the assets within the Trusted Systems 225 
Domain (tenant organization) to communicate with each other. Parties utilize the 226 
credentials and measurements of the trusted context to verify the integrity and 227 
source/destination of messages. Parties may also encrypt content to protect integrity 228 
or the messages. The measurements and assertions of policy compliance allow 229 

decisions on the degree of trust placed in the parties in a transaction, supporting 230 
trustworthy execution in a multi-tenant, multi-provider environment.   231 

The flow of information between participants in a trusted context within a shared 232 
environment where knowledge of other tenants sharing the same infrastructure may 233 
be fluid and difficult to ascertain causes a certain amount of healthy paranoia. The 234 

intent of the patterns in this section is to ensure that communication only flows 235 
between entities that have been measured and identified as participants in the trusted 236 
systems domain. Where prior trust does not exist, or privacy on behalf of one or more 237 
parties should be maintained, a brokered pattern is defined that can place a trusted 238 
3rd party within an information flow.  The broker can serve as an intermediary for 239 

establishing trust, within the communication flow, or both depending upon whether 240 
the requirement is to establish a trusted context or to serve as a communications 241 
proxy. 242 

The information flow patterns are a key part of the core functionality of a Trusted 243 
Multi-Tenant Infrastructure, as they allow trusted information flow between the assets 244 

and operating parties of the TMI. This forms the basis for separation between tenants. 245 

 246 

3.1.2.1 Information flow between trusted parties should occur within a trusted 247 
context 248 

 249 

In order to maintain the trusted relationship between the key parties in a TMI, the 250 
environment provider and the consumer domain owner, it is critical that all 251 
information flows that could affect the state of the overall environment be conducted 252 
using the trusted context that has been established. If one tenant in an environment 253 
were to make back channel changes, then the other tenants would have cause to 254 

question the trustworthiness of the assets they were using within their own domain.  255 
Conformance to this requirement preserves the confidentiality, integrity, availability 256 
and auditability of events and changes within the environment. It is also fundamental 257 
to establishing and managing separation between tenants in a multi-tenant 258 
environment. When a trusted context is established, there is an exchange of keys that 259 

can protect and support separation between information flows using shared 260 
infrastructure.  261 
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 262 

3.1.2.2 The integrity of the information flow between trusted parties should be 263 
assured 264 

 265 

The use of the trusted context for information flow between trusted parties provides 266 
the environmental conditions under which trust can be maintained. It also provides 267 
the tools to ensure that the information sent by one party is the same as what is 268 
received by the intended recipient. This requirement to assure data integrity ensures 269 
that the content of a flow can be trusted.  Confidentiality, availability and auditability 270 

of information may be critical policies enforced within some domains, but integrity 271 
should always be maintained, therefore it is a normative requirement. The ability to 272 
rely on the information flow helps to ensure that providers and consumers of TMI 273 
assets can act as they would if the infrastructure was local to a dedicated 274 

environment. This requirement also restricts the types of communications protocols 275 
that can be implemented within a TMI. Protocols that do not assure the integrity of the 276 
information transferred are not supported. The use of signed and/or encrypted 277 
payloads may be used to increase the reliability of protocols, but the integrity of the 278 
information flow between entities in a TMI is critical. 279 

 280 

3.1.3 Determine, Validate and Enforce Policies 281 

A Trusted Systems Domain is a logical construct that is intended to serve the needs of 282 
the owner and stakeholders of the domain. These consumers use services from one or 283 

more provider environments. In many cases, the provider environments, especially 284 

those delivered as a shared service among a wide range of consumer organizations, 285 
tend to have a fairly fixed set of services governed by terms and conditions for their 286 
use. These T&C provide the foundation for the provider policy that all consumers 287 
should adhere to. Each tenant of the provider environment is doing so in the context 288 

of a particular business or mission need. Whether the provider represents IT services 289 
within the same organization or services provided to a large community the 290 
requirements and policies of the consumer should be defined and reconciled with the 291 
policies of the provider.  292 

Each party, provider and consumer, should be able to clearly define, measure, monitor 293 

and enforce compliance with their policies. There may be more than 2 parties involved 294 
in managing policy compliance. For example, there may be a broker serving as an 295 
intermediary between 2 or more parties. There may be multiple consumers within a 296 
shared trusted systems domain. There may be multiple providers with resources 297 
allocated in support of a consumer’s trusted systems domain.  298 

Key functionality includes: 299 

Policy Determination. A policy is, in essence, a conditional expression followed by 300 
one or more declarative statements – essentially an if-then-else construct. This is 301 
generally populated with one or more attribute variables from a pre-defined dictionary 302 
of terms. Each of these variable terms is bound to a mechanism to resolve the value 303 

appropriate to the policy statement execution context. Policy definition also includes 304 

the rules for combining multiple policy statements into a combined rule or decision 305 
hierarchy, so that the resulting decisions will be unambiguous.  306 
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Policy Validation. Once the policy has been defined and the rules for resolution of 307 
ambiguity are defined, the state of compliance should be tested. Within the trusted 308 
systems domain compliance validation could be driven by events, timed intervals or on 309 

request. Within the patterns in the TMI Reference Model, there are many references to 310 

policy validation. This assures that the actions taken do not compromise the integrity 311 
of the trusted systems domain. Policy compliance is tested using a Policy Decision 312 
Point (PDP). The PDP is responsible for resolution of the policy statements into an 313 
executable rule, the resolution of variables (attributes) using the Policy Information 314 
Point (PIP) and the execution of the policy rule. A decision can be pass, fail or pass 315 

with obligations. An obligation is an additional step that should be taken in policy 316 
enforcement. 317 

Policy Enforcement. The primary controller of policy within a trusted systems 318 
domain is a Policy Management Controller (PMC). This component serves as a 319 
controller for interaction between the PDP, Policy Information Point (PIP) to resolve 320 

attribute values and the Policy Enforcement Point (PEP) to act on the decision.  The 321 
PMC is responsible to determine, from information in the Trusted Entity Store, which 322 
PDP’s need to be engaged in the resolution of policy within the context at hand. It 323 
determines the entities involved and determines the proper combination of PDP and 324 
PEP to engage. Once a policy decision has been reached, the PEP takes the necessary 325 

action, based on the policy, in response to the policy decision. 326 

The Policy Management patterns form the last element of the core functionality of the 327 
TMI Reference Model. All other functionality is dependent on the trusted context and 328 
compliance enforcement provided by policy enforcement capabilities within a trusted 329 
context. 330 

3.1.3.1 Domain owners should define, manage and assure the integrity of the 331 
policies in the domain policy store. 332 

 333 
The intent is to generate an understanding of the degree to which each party will 334 
define and manage their policies within the TMI environment.  All providers and 335 

consumers should define and manage their specific domain and environment policies.  336 
Providers and consumers may leverage a trusted third party to conduct policy 337 
management.   338 
 339 
Among the elements of a defining and managing policy are: 340 

- The ability to assure that messages sent and received are in accordance with the 341 
domain owners policies. 342 

- The ability to allow the domain owner the ability to update and reconfigure their 343 
domain policy to maintain compliance with policy changes.  344 

 345 
Users who do not have an ability to exert control over the provider or consumer 346 
resources in a TMI can be trusted parties. If they are not trusted parties, their 347 
interactions should be monitored to ensure that their actions are in compliance with 348 
the defined domain policy.  349 

 350 
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3.1.3.2 Policy interaction within and between trusted systems domains should 351 
use Trusted Information Flows 352 

 353 

The intent is to generate an understanding of the degree to which parties within the 354 

TMI environment interact with each other’s policies in a trusted fashion.  All providers 355 
and consumers should utilize trusted information flow when conducting policy 356 
references.  Providers and consumers may leverage a trusted third party to interact 357 
with their policies via a trusted information flow.  Utilization of trusted information 358 
flow maintains confidentiality, integrity, and accountability of parties interfacing with 359 

domain policies.    360 
 361 
Among the elements of a trusted policy interface are: 362 
-  The ability to assure that messages received by the parties interacting with the 363 

domain policy are permitted. 364 

- The ability to allow the domain owner the ability to verify the integrity of parties 365 
interfacing with their policy.   366 

 367 
Users who do not have an ability to exert control over the provider or consumer 368 
resources in a TMI can be trusted parties. If they are not trusted parties, their 369 

interactions should be monitored to ensure that their actions are in compliance with 370 
the defined domain policy.  371 
 372 

3.1.3.3 Policy decisions should be controlled by the owners of the policy. 373 

 374 

The intent is to generate an understanding of the degree to which the owner controls 375 
the ability to make policy decision on their policy.  All providers and consumers 376 
should control policy decisions on their own policy.  Providers and consumers may 377 
leverage a trusted third party to interact with their policies to make policy decisions 378 
via a trusted information flow.    379 

 380 
Among the elements of a controlled policy decisions are: 381 
- The ability to assure that policy decision is only executed by the policy owner in a 382 

trusted fashion. 383 
- The policy owner should appropriately prioritize a variety of policy sets and 384 

construct policy hierarchies that maintain compliance across all policy sets.    385 
 386 
Users who do not have an ability to exert control over the provider or consumer 387 
resources in a TMI can be trusted parties. If they are not trusted parties, their 388 

interactions should be monitored to ensure that their actions are in compliance with 389 
the defined domain policy.  390 
 391 

3.1.3.4 Policy decisions should be enforced by the owner of the protected 392 
resource and should include and implement valid policy decisions from 393 

all stakeholders 394 

 395 

The intent is to generate an understanding of the degree to which the owner provides 396 
proper access controls to enforce policy to ensure compliance.  All providers and 397 
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consumers should enforce policy of protected resources and implement policy 398 
decisions from all stakeholders.  Providers and consumers may leverage a trusted 399 
third party to enforce their policies and make policy decisions via a trusted 400 

information flow.    401 

 402 
Among the elements of a controlled policy decisions are: 403 
- The policy owner should properly configure policy to make decisions that account 404 

for all stakeholders and maintains policy compliance within their domain 405 
- Protected resources should have policy enforcement controls that are maintained 406 

by the policy owner to maintain compliance.  407 
 408 
Users who do not have an ability to exert control over the provider or consumer 409 
resources in a TMI can be trusted parties. If they are not trusted parties, their 410 
interactions should be monitored to ensure that their actions are in compliance with 411 

the defined domain policy.  412 
 413 

3.2 Management Services 414 

Management Services use TCG Technology and other appropriate industry standards 415 
to describe the foundational relationship between the various components in a trusted 416 
Multi-tenant infrastructure (TMI) and how they are managed.  The ability to manage 417 

configuration of services, proactively monitoring assets, reporting compliance, and 418 
responding to events/audits provide the main implementation focus for Management 419 
Services within a cloud or share infrastructure environment.    420 
 421 

A consumer can manage assets within the trusted systems domain environment 422 

against defined policies and a provider can manage the provider environment as well 423 
as the various consumer domains within a cloud or shared infrastructure. In terms of 424 
context – “management” means the ability to perform administrative functions against 425 
assets within the Consumer trusted systems domain and Provider environment in 426 
order to achieve and maintain policy compliance. 427 

 428 

3.2.1 Monitoring Services 429 

 430 

3.2.1.1 Parties should establish a Management Service that monitors asset state 431 

and events within a Trusted Multi-tenant Infrastructure. 432 

 433 
The intent is to monitor state and events within the TMI.  434 
 435 
It is important for both providers and consumers within a multi-tenant environment to 436 

be able to maintain awareness of the state of assets within a domain as well as 437 
monitor and detect changes in state as they occur to maintain trust in the 438 
environment and level of compliance. 439 
 440 

It is also important to be able to monitor events within the domain that may indicate a 441 

need to respond. 442 
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 443 
The Monitoring Repository serves as a Policy Information Point (PIP) while the Policy 444 
Store just contains policy statements.  445 

 446 

3.2.2 Management/Control Services 447 

3.2.2.1 Each domain should establish a Management Control Service that 448 
provides reporting, service initiation/decommission, asset adjustment, 449 
monitoring and management of assets within their domain 450 

 451 
The intent is to generate an understanding of the management, service 452 
initiation/decommission, asset control, configuration and monitoring service aspects 453 
of the components within the TMI.  454 
 455 

3.2.3 Reporting Services 456 

 457 

3.2.3.1 Each domain should establish a Management Service that provides 458 
reporting of service events/audits/state within their domain.  459 

 460 
The intent is to generate an understanding of the reporting service components within 461 
the TMI. 462 

3.2.4 Audit Services 463 

 464 

3.2.4.1 Each domain should establish a Management Service that provides audit 465 
mechanisms to record policy decisions and actions.   466 

 467 
The intent is to generate an understanding of the audit service components within the 468 
TMI. 469 

 470 

3.2.4.2 Each domain should establish a Management Service that evaluates 471 
audited decisions and actions and triggers events when non-compliance 472 
is detected 473 

 474 

The intent is to generate an understanding of the audit service components within the 475 
TMI. 476 
 477 

3.3 Provisioning Services 478 

Provisioning is a fundamental function within Trusted Multitenant Infrastructure. 479 
Provisioning is used to create, change, or destroy resources. The provisioning agent 480 

acts on behalf of the requestor. The provisioning agent may be acquiring or acting on a 481 

resource or set of resources. If there is a policy store associated with an item, there 482 
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should be policy allowing the request in the policy store or the request will fail. For 483 
every request the credentials of the requestor should be validated. 484 

A consumer can provision assets for a trusted systems domain and define policies that 485 

govern the use and acquisition of assets. Providers manage their environments as well 486 

as the various consumer domains within a cloud or shared infrastructure. By 487 
environment we mean the infrastructure they use and the assets that they make 488 
available to consumers.  By management we mean the ability to perform 489 
administrative functions against assets within the Consumer trusted systems domain 490 
and Provider environment in order to achieve and maintain policy compliance. 491 

 492 

3.3.1.1 All Provisioning requests should be on Trusted Information Flows 493 

 494 
The intent is to assure that provisioning requests originate with an authorized 495 
consumer and are received by the provider. No information leakage should occur in 496 

these transactions 497 
 498 

3.3.1.2 The Trusted Systems domain should store (or maintain) information 499 
about resources that it has control over in its Trusted Entity Store. 500 

 501 

Resiliency of the Trusted Systems Domain is a critical feature that should be 502 
supported. We do not in this document try to tell implementers how to design for 503 
resiliency. However, we expect the Trusted Entity Store to be highly available, resilient 504 
and recoverable. Consequently maintaining asset control information in this store 505 

increases the resiliency of the Trusted Systems Domain. 506 

 507 

3.3.1.3 Providers of assets should store (or maintain) information about the 508 
assets they manage in their Trusted Entity Store. 509 

 510 
Resiliency of the Trusted Systems Domain is a critical feature that should be 511 

supported. We do not in this document try to tell implementers how to design for 512 
resiliency. However, we expect the Trusted Entity Store to be highly available, resilient 513 
and recoverable. Consequently asset providers should support these features. 514 
Maintaining asset control information in a Trusted Entity Store increases the 515 
resiliency of the Trusted Systems Domain. 516 

 517 

3.3.1.4 Provisioning Actions should be logged and auditable 518 

 519 
It should be possible to confirm and trace the provisioning actions independent of any 520 

request for monitoring or logging from a consumer. The use of assets within a Trusted 521 
Systems Domain will be the basis for financial interactions as well as a driver of 522 
policy. Therefore all of this activity should be logged and auditable. By auditable we 523 
mean that it should both be examinable by an independent third party and available 524 
for consumer audit requests. 525 

 526 
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3.3.1.5 The log of provisioning Actions should be traceable in the Trusted Entity 527 
Store 528 

 529 

Resiliency of the Trusted Systems Domain is a critical feature that should be 530 

supported. We do not in this document try to tell implementers how to design for 531 
resiliency. However, we expect the Trusted Entity Store (TES) to be highly available, 532 
resilient and recoverable. Consequently maintaining logs of provisioning actions in the 533 
Trusted Entity Store increases the resiliency of the Trusted Systems Domain. 534 
 535 

Each asset that is or has been provisioned, deprovisioned or configured within a 536 
Trusted Systems Domain should have established a trusted context, therefore should 537 
be present in the Trusted Entity Store. This does not replace the CMDB, although a 538 
viable design option may be that the TES and CMDB overlap.  539 
 540 
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TCG Trusted Multi-Tenant Implementation Patterns 541 

The implementation patterns are the second of two linked parts of the TMI Reference 542 
Framework. Each of the requirements in the previous section can be met using one or 543 

more of the related patterns in this section. This provides a set of comprehensive high 544 
level requirements for establishing and maintaining a TMI, as well as the logical plan 545 

to meet the requirement. 546 

3.4 Core Functions 547 

The Core functions use TCG technology and other appropriate industry standards to 548 
describe the foundational relationship between the various components in a trusted 549 
computing domain and how they interact. The core functions are: 550 
 551 

- Establish a Trusted Context in which information can flow between parties 552 
- Flow Information between parties within the trusted context 553 

- Enforce Policy using the integrity measurements, assertions and attestations 554 
exchanged between parties 555 

 556 
With these functional primitives in place, a consumer trusted systems domain can 557 
validate the ability of an environment provider to enforce separation and operational 558 

policy within a cloud or shared infrastructure context. In terms of context – 559 
“separation” means that the services, systems and data that comprise a trusted 560 
security domain are completely separate from other trusted security domains within 561 
the cloud so that only by explicit allowances in operational policy from both trusted 562 
security domains can one domain even be aware of another domain. This separation 563 

occurs as a logical construct. 564 

3.4.1 Establish a Trusted Context 565 

Probably the most fundamental of the core functions, the requirement to establish a 566 
trusted context in which to create and operate a systems domain ensures a basic 567 

understanding of the identity and compliance levels of the device and operational 568 
parties involved. A trusted context involves gathering a few key artifacts that represent 569 
the trusted state of a trust domain; a unique and verifiable identity for the device or 570 
party, a statement of compliance, the information necessary for policy resolution, and 571 
an Attestation Key that is used to sign information in communication with the device 572 

or party. In addition to the attestation key, it may also be desirable to generate an 573 
Encryption Key. It is recognized that it is bad practice to both sign and encrypt 574 
messages using the same key. While the nature of keys generated is necessarily 575 
aligned to the standard or protocol to which the pattern is mapped, it is also 576 
recommended that protocols are selected that operate in accordance with recognized 577 

best practice.  578 

NOTE: While the name of the attestation key is similar to the TPM Attestation Identity 579 
Key (AIK), its function within this context is to logically describe the key that signs 580 
attestations of state, policy or other information exchanged between parties in a TMI.  581 
The protocol used by these patterns is independent of transport or delivery 582 

mechanism. It is anticipated that existing communications, messaging and remote 583 

procedure call infrastructures can be leveraged to transport attestation messages. 584 



                                     Trusted Multi-Tenant Infrastructure Reference Framework 
Copyright© TCG                                                                                                                        Version 1.00  

 

Revision 1  Page 22 of 85 
 TCG Published 

 585 
The patterns make reference to “appropriate steps to protect the integrity of the data”. 586 
Because this pattern can be implemented using a number of standards and protocols, 587 

the specific measures are not identified here. Examples of appropriate measures might 588 

include generation of a hash to protect the content, a nonce to prevent replay attacks, 589 
data encryption to protect the confidentiality of the data or other schemes. The 590 
message content should include at a minimum the identity and measurements of the 591 
asset, such that the measurement is linked to the asset or party and not subject to 592 
random recombination of identities and measurements. While the specific means are 593 

not called out, an implementer should take measures to protect the integrity or the 594 
data. 595 
 596 

3.4.1.1 Platform Attestation 597 

Synopsis 598 

Platform Attestation is the process of establishing trust in an asset within the 599 
environment. It is based upon hardware platform measurement and attestation of the 600 
platform asset. A platform can attest to its description of platform characteristics that 601 
affect the integrity (trustworthiness) of the asset. It is important to recognize that a 602 
platform asset may be a physical or virtual device or connection. Where possible the 603 

root of trust for a virtual asset should be bound to the underlying physical asset to 604 
enable full integrity attestation.  All forms of attestation require reliable evidence of the 605 
attesting entity. 606 
 607 
Platform Attestation involves 2 key elements: attestation of the platform and 608 

authentication of the platform. 609 
  610 
Attestation of the platform is an operation that provides proof of a set of the platform’s 611 
integrity measurements. The measurements may be based on information known to 612 

the platform, measurements taken of the platform by an external agent, or both. This 613 
is done by digitally signing the integrity measurement data using an attestation key. 614 
The acceptance and validity of both the operational measurements and the attestation 615 
key itself are determined by a challenger’s verifier. The Attestation Key is obtained 616 
using either a trusted Credential Authority or via a trusted attestation protocol. If the 617 

asset has a TPM or vTPM, the actual measurements may be signed by the platform 618 
AIK. 619 
 620 
Authentication of the platform provides evidence of a claimed platform identity. The 621 

claimed identity reflects a unique identity for the platform asset and may or may not 622 
be related to a user or any actions performed by a user. The acceptance and validity of 623 
the credential itself are determined by a challenger’s verifier. The credential is obtained 624 
using either a trusted Credential Authority or via a trusted attestation protocol. 625 
 626 

Context 627 

In order to operate in a trusted multi-tenant environment, trust should be established 628 

between parties. This pattern describes establishment of trust in the platform assets 629 
within the environment and the ability to attest to the integrity and the state of the 630 
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platform asset to establish a trusted baseline for the asset to be used within a domain. 631 
This pattern uses hardware capabilities based in the systems’ root of trust to establish 632 
a trusted context for attestation of integrity measurements of the state of a platform 633 

asset. 634 

Systems’ roots of trust are components that should be trusted because misbehavior 635 
might not be detected. A complete set of Roots of Trust has at least the minimum 636 
functionality necessary to describe the platform characteristics that affect the 637 
trustworthiness of the platform. 638 
 639 

According to the TCG, there are commonly three Roots of Trust in a trusted platform; 640 
a root of trust for measurement (RTM), root of trust for storage (RTS) and root of trust 641 
for reporting (RTR). The RTM is a computing engine capable of making inherently 642 
reliable integrity measurements, typically the normal platform computing engine, 643 
controlled by the core root of trust for measurement (CRTM). The CRTM is the 644 

instructions executed by the platform when it acts as the RTM. The RTM is also the 645 
root of the chain of transitive trust. The RTS is a computing engine capable of 646 
maintaining an accurate summary of values of integrity digests and the sequence of 647 
digests. The RTR is a computing engine capable of reliably reporting information held 648 
by the RTS. [TPM Architecture v1.4] 649 

 650 
In deriving this pattern from the TMI Use Cases, a challenger could be either a 651 
provider or consumers management agent. The platform could be either the 652 
providers’ or consumers’ assets.  A platform asset in this case could be either a 653 
physical or virtual asset. In the case of a virtual asset, one of the integrity 654 

measurements that could be requested by a challenger is a manifest that describes 655 
the chain of trust back to the underlying physical asset.  656 
 657 

Selection Criteria 658 

Platform attestation can be selected when the physical assets are equipped with 659 

Trusted Platform Modules and the Credential Authority for the attestation key is 660 
trusted by both parties. This pattern establishes the trusted context for the flow of 661 
information about an asset based on a hardware root of trust. 662 

 663 

Solution 664 

Platform attestation consists of several steps: 665 

1. A Challenger Management Agent retrieves policy for integrity measurement types 666 
needed from the Challenger Policy Store. 667 

2. A Challenger Management Agent requests Asset Identity and Integrity 668 

Measurements from a Platform Management Agent.  669 
3. A Platform Management Agent collects integrity measurement data  670 
4. The Platform Management Agent collects the identity credentials, attestation key 671 

and encryption key for the asset.  672 
5. The Platform Management Agent identifies the Policy Management Controller 673 

information for policy decisions and enforcement for the asset. 674 
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6. The Platform Management Agent creates a message containing the information to 675 
be returned and signs the message using the Platform Management Agent 676 
Attestation Key and takes appropriate steps to protect the integrity of the 677 

message. 678 

7. The protected integrity measurement data, keys and device credentials are 679 
returned to the Challenger Management Agent. 680 

8. The Challenger Management Agent verifies the request. The integrity 681 
measurement is verified to ensure it matches the data sent by the Platform 682 
Management Agent. The device credentials are evaluated and signatures 683 

validated. 684 
9. The device identity, keys, policy enforcement information and measurements are 685 

stored in the Trusted Entity Store for the Challenger domain. 686 
 687 

 688 
 689 

Implications 690 

The trust relationship is based on certification by and attestations from the platform 691 
agent and it is the use of trusted platform assets to collect and store the 692 
measurements that provides the context. This pattern does not in and of itself 693 
guarantee the measurements or assertions made by the asset. 694 

This pattern establishes trust by verification of the integrity and identity of individual 695 

assets within the TMI. This provides a basic context for evaluation of the degree to 696 
which assertions made by the asset can be trusted. 697 

 698 

Related Requirements 699 

Platform Attestation is one possible implementation of the requirement (1.1.1.1) to 700 

establish a trusted context. As one of the core functions underlying the TMI 701 
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framework, the requirement is a pre-requisite to establishment of a TMI compliant 702 
trusted multi-tenant infrastructure.  703 

 704 

Related Patterns 705 

Platform Attestation is one of several patterns implementing a core requirement for 706 
establishing a TMI. One or more of the patterns for establishing a trusted context is 707 
mandatory for TMI compliance and along with the patterns for Information Flow and 708 
Policy enforcement form the core of the TMI pattern library. 709 

 710 

Related Use Cases 711 

Platform Attestation is one of several patterns implementing a core requirement for 712 
establishing a TMI. One or more of the patterns for establishing a trusted context is 713 
mandatory for TMI compliance and while not explicitly called out in one of the TMI use 714 
cases, is noted as a fundamental capability underlying all of the use cases. 715 

 716 

3.4.1.2 Operator Certification Based Trust 717 

Synopsis 718 

Operator Certification Based Trust is the process of establishing trust between 719 
operational parties based on operational policy and procedural compliance attestation. 720 

The trust is implemented through the use of trusted credentials to sign and/or 721 
encrypt attestations and information flow between entities. Parties establish this trust 722 

based on direct knowledge or the reputation of the other party. Operating entities 723 
within an environment can attest identities of the parties, policies, certifications, 724 
compliance measurements and operational practices (SLA). All forms of attestation 725 

require reliable evidence of the attesting party. 726 
 727 
Operator Certification Based Trust can be understood along several dimensions, 728 
attestation by the operator and authentication of the operator. 729 
 730 

Attestation by the operator is an operation that provides claims of policies, practices, 731 
compliance and other information by the operating party. This may also include 732 
operational measurements taken by the operator or an external agent. Attestation is 733 
made by digitally signing specific operator measurement data using an attestation key. 734 

The acceptance and validity of both the operational measurements and the attestation 735 
key itself are determined by a challenger’s verifier. The attestation key is obtained 736 
using either a trusted Credential Authority or via a trusted attestation protocol. 737 
 738 
Authentication of the operator provides evidence of a claimed party identity. The 739 

claimed identity may or may not be related to a user or any actions performed by the 740 
user. The acceptance and validity of the credential itself are determined by a 741 
challenger’s verifier. The credential is obtained using either a trusted Credential 742 
Authority or via a trusted attestation protocol. Certified keys (i.e. signed by an 743 

Attestation Key) have the added semantic of being attestable.  744 
 745 
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Context 746 

In order to operate in a trusted multi-tenant environment, trust should be established 747 
between parties. Operator Certification describes establishment of trust using 748 

credential based capabilities to verify the identity of an operating party and then 749 

attestation of policy statements to establish a trusted context between parties 750 
operating within a domain. This pattern uses trusted certificates from a trusted 751 
credential authority to establish a trusted context for attestation of operational policy 752 
and measurements of the behavior of a platform asset or environment.  753 

In deriving this pattern from the TMI Use Cases, a challenger could be either a 754 

provider or consumer management agent. The operator is the party with whom the 755 
challenger has a direct relationship.  The operator may or may not be the owner of 756 
the assets that are provided to a challenger. One of the compliance statements a 757 
challenger may request of an operator is a manifest that defines the chain of 758 
accountability for entities and compliance statements back to the owner of the assets. 759 

This chain of accountability would be common when dealing with service brokers or 760 
OEM relationships between the service offeror and the asset owner. The objective is to 761 
a) understand the compliance of the chain of operators with the consumer’s policy and 762 
b) establish identity and Attestation Key credentials to use for trusted communication 763 
between the challenger management agent and the operator or their management 764 

agent. 765 
 766 

Selection Criteria 767 

Operator Certification Based Trust is used to certify the identity of an operating party 768 

and establish the certificates and keys used to sign messages between the parties. 769 

Operator certification can be selected when the parties operating within the TMI 770 
environment are able to rely on knowledge of the reputation of the other party and the 771 
Trusted Credential Authority for the Attestation Key is trusted by both parties. The 772 
degree to which the parties are aware of each other prior to establishing a trusted 773 
context is not the key factor in selection of this pattern. It can be used by parties 774 

previously unknown to each other, such as establishing the ability to interact with a 775 
customer you have done business with or to establish the context for interbank 776 
transfers. In other words, the degree of trust is based on reputation and other factors, 777 
and should be used by the parties to determine what information can be safely 778 
exchanged. This pattern establishes the trusted context for the flow of information 779 

based on proper signing or encryption using credentials issues by a Trusted Credential 780 
Authority. 781 

This pattern may be selected when it is necessary to collect hardware integrity 782 
measurements from platform assets which do not support hardware based attestation 783 

(i.e. no TPM) or between operational entities exchanging information not rooted in a 784 
hardware root of trust (i.e. operational practices, certification or events). This operator 785 
certification of platform assets instead of direct measurements, while not meeting the 786 
same level of Assurance of a direct measurement, allows additional flexibility in use of 787 
platform assets. 788 

Solution 789 

The Operator Certification protocol consists of several steps: 790 
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 791 
1. A Challenger Management Agent retrieves policy for operational policies 792 

needed from the Challenger Policy Store. 793 

2. A Challenger Management Agent requests certification of one or more 794 

statements of operational policy compliance from the operator.  795 
3. The Operator Management Agent collects operational certification data. The 796 

Operator Management Agent collects the identity credentials, Attestation Key 797 
and Encryption Key for the operator.  798 

4. The Operator Management Agent identifies the Policy Management Controller 799 

information for policy decisions and enforcement for the operator. 800 
5. The Operator Management Agent creates a message containing the 801 

information to be returned and signs the message using the Operator 802 
Management Agent Attestation Key and takes appropriate steps to protect the 803 
integrity of the message. 804 

6. The protected operational data, keys and operator credentials are returned to 805 
the Challenger Management Agent. 806 

7. The Challenger Management Agent verifies the request. The integrity 807 
measurement is verified to ensure it matches the data sent by the Operator 808 
Management Agent. The operating party’s credentials are validated against the 809 

Credential Authority and signatures validated 810 
8. The operator identity, keys, policy enforcement information and measurements 811 

are stored in the Trusted Entity Store for the Challenger domain 812 
 813 

 814 
 815 

Implications 816 

The trust relationship is based on certification by and attestations from the operating 817 

entities and it is the use of trusted credentials and reputation of the parties to collect 818 
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and store the measurements that provides the context. This pattern does not in and of 819 
itself guarantee the measurements or assertions made by the party. 820 

 821 

Related Requirements 822 

Operational Certification is one possible implementation of the requirement (1.1.1.1) to 823 
establish a trusted context. As one of the core functions underlying the TMI 824 
framework, the requirement is a pre-requisite to establishment of a TMI compliant 825 
trusted multi-tenant infrastructure.  826 

 827 

Related Patterns 828 

Operational Certification is one of several patterns implementing a core requirement 829 
for establishing a TMI. One or more of the patterns for establishing a trusted context is 830 
mandatory for TMI compliance and along with the patterns for Information Flow and 831 
Policy enforcement for the core of the TMI pattern library. 832 

 833 

Related Use Cases 834 

Operational Certification is one of several patterns implementing a core requirement 835 
for establishing a TMI. One or more of the patterns for establishing a trusted context is 836 
mandatory for TMI compliance and while not explicitly called out in one of the TMI use 837 

cases, is noted as a fundamental capability underlying all of the use cases. 838 

 839 

3.4.1.3 Broker Certification Based Trust 840 

Synopsis 841 

Broker Certification Based Trust is the process of establishing trust based upon the 842 

use of Trusted Credentials to sign and/or encrypt attestations and information flow 843 
between entities. Parties establish their trust relationship based upon the direct 844 
knowledge or certification by a trusted 3rd party, or trust broker. Brokering agents can 845 
attest identities of the parties, policies, certifications, compliance measurements and 846 
operational practices (SLA). All forms of attestation require reliable evidence of the 847 

attesting party.  Broker Certification based Trust encapsulates other patterns for 848 
establishing a trusted context, serving as an intermediary or proxy for the primary 849 
pattern. 850 
 851 
Broker Certification Based Trust can be understood along several dimensions, 852 

Attestation of the Broker, Attestation to the challenger, attestation to the challenged 853 
party and authentication of the parties. 854 
 855 
Attestation of the Broker is an operation that provides certification that a broker can be 856 

trusted to report integrity measurements by providing certification of a set of the 857 
Broker’s policies, practices and reputation. This is done by digitally signing a set of 858 
policy certifications about the Broker using an Attestation Key to both the Challenger 859 

and Challenged parties.  860 
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 861 
Attestation to the Challenger is an operation that provides certification to the 862 
Challenger of the Challenged parties identity and compliance.  This is performed using 863 

the set or subset of the credentials associated with the broker; used to issue an 864 
Attestation Key credential on behalf of the Challenged party. The attestation key is 865 
assigned by the broker and can be revoked as necessary based on a change in trust 866 
status. 867 
 868 

Attestation to the Challenged Party is an operation that provides certification to the 869 
Challenged party of the Challenger’s identity and compliance.  This is performed using 870 
the set or subset of the credentials associated with the broker; used to issue an 871 
Attestation Key credential on behalf of the Challenger. The attestation key is assigned 872 

by the broker and can be revoked as necessary based on a change in trust status. 873 
 874 
Authentication of the parties provides evidence of a claimed party identity. The claimed 875 
identity may or may not be related to a user or any actions performed by the user. 876 

Certified keys (i.e. signed by an Attestation Key) have the added semantic of being 877 
attestable. The Attestation Key is generated by the broker on behalf of both parties, as 878 
the broker is vouchsafing for the trustworthiness of the parties. The credential can be 879 
revoked by the broker as necessary based on a change in trust status. The identity 880 
credentials can be generated by the Broker if anonymity of one or both parties is 881 

desired. 882 
 883 
 884 
Context 885 

In order to operate in a trusted multi-tenant environment, trust should be established 886 

between parties. Broker Certification describes establishment of trust using credential 887 
based capabilities to certify the identity of an operating party and then attestation of 888 
policy statements to establish a trusted context between parties operating within a 889 
domain. This pattern uses trusted credentials from a trusted credential authority to 890 
establish a trusted context for attestation of operational policy and measurements of 891 

the behavior of a platform asset or environment. 892 

When a broker is used, it is assumed that the other parties do not have a trust 893 
relationship appropriate to the context of the Trusted Systems Domain. In some cases, 894 
this pattern may be used to protect the identities of one or both parties from 895 
disclosure, with the broker serving as a trusted proxy between parties. 896 

 897 

Selection Criteria 898 

Broker Certification Based Trust is used to certify the identity of an operating party 899 
and establish the certificates and keys used to sign messages between the parties. 900 
Broker certification can be selected when the parties operating within the TMI 901 

environment are able to rely on knowledge of the reputation of a common party (the 902 
Broker) and the Trusted Credential Authority for the Attestation Key is trusted by both 903 
parties. This pattern establishes the trusted context for the flow of information based 904 
on proper signing or encryption using credentials issues by a trusted Credential 905 

Authority. 906 



                                     Trusted Multi-Tenant Infrastructure Reference Framework 
Copyright© TCG                                                                                                                        Version 1.00  

 

Revision 1  Page 30 of 85 
 TCG Published 

This pattern may be selected when it is necessary to exchange hardware integrity 907 
measurements from platform assets which do not support hardware based attestation 908 
(i.e. no TPM) or between operational entities exchanging information not rooted in a 909 

hardware root of trust (i.e. operational practices, certification or events) and the two 910 

parties do not have a direct trust relationship. 911 

Solution 912 

The Broker Certification protocol consists of several steps: 913 
 914 

1. The Challenger Management Agent retrieves policy for compliance 915 

measurements needed from the Challenger Policy Store. 916 
2. The Challenger Management Agent retrieves a list of brokers from the 917 

Trusted Entity Store. This presumes that a trusted context has already been 918 
established with the Broker 919 

3. The Challenger Management Agent requests services from the Broker. 920 

4. The Broker requests permission to serve as the broker to the Challenger from 921 
the Challenged Party Management Agent 922 

5. The Challenged Party Management Agent approves or rejects the request and 923 
the response is returned to the Challenger Management Agent. 924 

6. If the request for broker services is approved, the process continues, otherwise 925 

it is terminated. Another broker many be queried or another means for 926 
establishing a trusted context may be established. 927 

7. The Broker collects the Parties identity credentials and generates an Attestation 928 
Key for future brokered exchanges of attestations with the Parties. The identity 929 

credentials can be generated by the Broker to protect the privacy of the Parties.  930 

8. The Broker serves as the Challenger to the Challenged Party and the 931 
challenged Party to the Challenger through execution of one of the non-932 

brokered patterns for establishing trusted context.  933 
9. The Broker information and role is stored in the Trusted Entity Store for both 934 

parties along with whether it services as a guarantor or intermediary for 935 
communication and policy compliance actions.  936 

  937 
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 938 
 939 

 940 
Implications 941 

The trust relationship is based on certification by and attestations from the operating 942 

entities and the trust broker and it is the use of trusted credentials and reputation of 943 
the parties to collect and store the measurements that provides the context. This 944 
pattern does not in and of itself guarantee the measurements or assertions made by 945 
the party. 946 

 947 

Related Requirements 948 

Broker Certification is one possible implementation of the requirement (1.1.1.1) to 949 
establish a trusted context. As one of the core functions underlying the TMI 950 
framework, the requirement is a pre-requisite to establishment of a TMI compliant 951 
trusted multi-tenant infrastructure.  952 

 953 

Related Patterns 954 

Broker Certification is one of several patterns implementing a core requirement for 955 
establishing a TMI. One or more of the patterns for establishing a trusted context is 956 
mandatory for TMI compliance and along with the patterns for Information Flow and 957 

Policy enforcement for the core of the TMI pattern library. 958 

As the requesting and brokered parties should both have established a trusted context 959 
with the broker, the Operator Certification Based trust pattern is used. 960 

 961 
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Related Use Cases 962 

Broker Certification is one of several patterns implementing a core requirement for 963 
establishing a TMI. One or more of the patterns for establishing a trusted context is 964 

mandatory for TMI compliance and while not explicitly called out in one of the TMI use 965 

cases, is noted as a fundamental capability underlying all of the use cases. 966 

967 
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Information Flow between Trusted Parties  968 

Probably the most pervasive of the core functions, the requirement for information 969 
exchange within a trusted context ensures that controls are in place to protect the 970 

confidentiality, integrity and availability of information between parties in a multi-971 
tenant ecosystem. Use of the trusted context involves the use of an Attestation Key to 972 
sign and an Encryption Key to optionally encrypt information in communication with 973 
the device or party.  974 

The patterns described here reflect abstract types of communication, focused on the 975 

constraints and obligations necessary for maintaining separation and trust in the TMI. 976 
Each of these patterns may be mapped to one or more standards or protocols for 977 
operational implementation. The choice of implementation standard can affect the 978 
reliability and policy support. Not all protocols will be compliant with the TMI 979 
patterns, so care should be taken to ensure the protocol can be implemented in a 980 

manner that supports the constraints of the patterns. 981 

3.4.1.4 Broadcast 982 

Synopsis 983 

The broadcast pattern, in the context of a Trusted Multi-tenant Infrastructure (TMI), is 984 
the one way transmission of a message to all eligible receivers within the TMI context.  985 

Filters may be used to limit the scope of the broadcast, but in general it is a one way 986 
form of communication from a sender to one or more receivers within the trusted 987 
context of a TMI. 988 
 989 
Context 990 

The broadcast pattern is used to send information when the sender is not expecting a 991 
reply. The content is often informational in nature, although it may generate an action 992 
to be taken by receivers. What is important is that the receivers can identify the 993 
sender as a member of a trusted context. The sender should filter the receivers list to 994 
parties or devices within a shared context. For example, a provider may send an 995 

information broadcast to all of the consumers using resources within a provider 996 
environment. A consumer management agent may send a broadcast to all devices 997 
within the trusted systems domain. The use of filters to limit the scope of broadcast 998 
messages is highly recommended. 999 
 1000 

Selection Criteria 1001 

The broadcast pattern is used to send information when the sender is not expecting a 1002 
reply. The message may be sent to all parties and devices where a trusted context has 1003 
been established, or it may be sent to a filtered list of receivers. It is not normally used 1004 
for directing critical actions where acknowledgement or confirmation is required. 1005 

 1006 

Solution 1007 

The broadcast pattern consists of the following steps: 1008 

1. The Sender constructs the message to be sent 1009 
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2. The Sender determines filter criteria to request the list of trusted Receiver(s) 1010 

3. The Sender requests the list of Receiver(s) from the Trusted Entity Store 1011 

4. The Sender requests message policy (i.e. encryption required?) 1012 

5. The Sender should protect the integrity and, if required by policy, the 1013 

confidentiality of the message 1014 

6. The Sender should sign the message using the Attestation Key identified for 1015 
communication with the Receiver(s) 1016 

7. The sender can encrypt the message using the Encryption Key 1017 

8. The message is sent to all Receiver(s) 1018 

 1019 

Implications 1020 

The messages sent using the broadcast pattern may or may not be received and acted 1021 
on by the receiver. As the pattern explicitly precludes a response, there is no way for 1022 

the sender to verify receipt. The Broadcast pattern may be used to send a message to a 1023 
single receiver or a group of receivers. 1024 

 1025 

Related Requirements 1026 

The broadcast pattern is one method of implementing the requirements regarding 1027 

exchange of information between trusted parties. The selection of receiver(s) and the 1028 
signing of the message implement the requirement that information exchange between 1029 
trusted parties should occur within a trusted context. The creation of the message 1030 
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hash and the optional encryption implement the requirement that the integrity of the 1031 
information exchanged between trusted parties should be assured 1032 

 1033 

Related Patterns 1034 

All of the patterns in the section information Exchange between Trusted Parties 1035 
address similar problems, and all are dependent on the patterns in the section 1036 
Establish a Trusted Context. 1037 

 1038 

Related Use Cases 1039 

Broadcast is one of several patterns implementing a core requirement for establishing 1040 
a TMI. One or more of the patterns for information exchange between trusted parties is 1041 
mandatory for TMI compliance and while not explicitly called out in one of the TMI use 1042 
cases, is noted as a fundamental capability underlying all of the use cases. 1043 

 1044 

Implementation Standards 1045 

While a multicast implementation can be made compliant, many implementations do 1046 
not support the requirement in this pattern that recipients share a trusted context 1047 
with the sender. 1048 

 1049 

3.4.1.5 Publish / Subscribe 1050 

 1051 

Synopsis 1052 

The publish/subscribe pattern, in the context of a Trusted Multi-tenant Infrastructure 1053 
(TMI), is the one way transmission of a message to all eligible receivers within the TMI 1054 

context who have expressed an interest in receiving messages of that type from the 1055 
publisher.  Filters may be used to limit the scope of the broadcast, but in general it is 1056 
a one way form of communication from a sender to one or more receivers within the 1057 
trusted context of a TMI. 1058 
 1059 

In order to subscribe to a topic, a Receiver should have established a trusted context 1060 
with the Sender and have permission to access the topic. Both subscribing to and 1061 
receiving published messages are late binding activities, ensuring that changes to 1062 
policy or access controls are appropriately implemented. The management of 1063 
published topics are abstracted from the sender and receiver through an intermediary 1064 

role, described as the Subscription Publisher.  While the Sender and Subscription 1065 
Publisher can be the same entity, the separation is defined in the pattern to clarify the 1066 
responsibilities of each role.  1067 
 1068 

Context 1069 

The publish/subscribe pattern is used to allow recipients to receive messages on 1070 

topics in which they have registered an interest. Messages should only be sent to 1071 
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authorized receivers with a valid trusted context. There are several models against 1072 
which policy may be applied in the publish/subscribe pattern. The most efficient is to 1073 
apply policy to the ability to subscribe to a topic. Another potential approach is to 1074 

apply policy to the each message that is sent within a topic. The documentation of this 1075 

pattern describes policy application at the topic level, but it could be modified to apply 1076 
policy to message type or individual messages at send time. All of these approaches 1077 
are valid within a TMI context, it is a deployment choice and thus will not be broken 1078 
into separate patterns, the requirement is that policy and authorization should be 1079 
applied at one of these levels.  1080 

 1081 

Selection Criteria 1082 

The publish/subscribe pattern is used to allow senders to publish messages to a set of 1083 
receivers who have expressed an interest in receiving them. The message may be sent 1084 
to any party or device where a trusted context has been established. Subscriptions 1085 

may be offered for specific events or topics covering a broad set of events or 1086 
informational messages. Publish/Subscribe is not normally used for directing critical 1087 
actions where acknowledgement or confirmation is required. 1088 

Solution 1089 

The publish/subscribe pattern is broken up into 2 parts, describing subscriptions and 1090 

publishing separately. 1091 

The Subscribe solution consists of the following steps: 1092 

1. The Sender publishes the availability of messages on a topic 1093 

2. A Subscriber requests a list of topics from the Subscription Publisher 1094 

3. The Subscription Publisher validates the Subscriber against the Trusted 1095 

Entity Store. 1096 

4. The Subscription Publisher retrieves the topic policy from the Policy Store. 1097 
The Subscription Publisher generates a list of topics based on the Subscriber 1098 
and policy 1099 

5. A Subscriber requests  a subscription to a topic 1100 

6. The Subscription Publisher approves / rejects the subscription request. If 1101 
approved the Subscription Publisher adds the Subscriber to the verified 1102 
subscriber list for the topic. If rejected the Subscriber is notified that the 1103 
request was denied. 1104 
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 1105 

The Publish solution consists of the following steps: 1106 

1. The Sender constructs the message to be sent 1107 

2. The Sender should protect the message integrity in accordance with policy 1108 

3. The Sender should sign the message using its Attestation Key  1109 

4. The Sender can encrypt the message 1110 

5. The Sender requests the Subscription Publisher send a message to 1111 

subscribers of a Topic 1112 

6. The Subscription Publisher accepts or rejects the message based on whether 1113 
the Sender is a verified Sender for the Topic 1114 

7. The Subscription Publisher generates the list of verified Subscribers  1115 

8. The Subscription Publisher requests Subscriber information from the Sender 1116 

Trusted Entity Store 1117 

9. The message is sent to all Subscriber(s) 1118 

 1119 
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Implications 1120 

 1121 

The messages sent using the publish/subscribe pattern may or may not be received 1122 
and acted on by the receiver. As the pattern does not explicitly require a response, 1123 

there is no way for the sender to verify receipt. The messages are only sent to those 1124 
who have explicitly subscribed, so not all affected users may be on the recipient 1125 
subscriber list. 1126 

 1127 

Related Requirements 1128 

The publish/subscribe pattern is one method of implementing the requirements 1129 
regarding exchange of information between trusted parties. The selection of recipients 1130 
in step 2 and the signing of the message implement the requirement that information 1131 
exchange between trusted parties should occur within a trusted context. The creation 1132 
of the message hash and the optional encryption implement the requirement that the 1133 

integrity of the information exchanged between trusted parties should be assured. 1134 

 1135 

Related Patterns 1136 

All of the patterns in the section information Exchange between Trusted Parties 1137 
address similar problems, and all are dependent on the patterns in the section 1138 

establish a Trusted Context. 1139 

 1140 

Related Use Cases 1141 

Publish/subscribe is one of several patterns implementing a core requirement for 1142 
establishing a TMI. One or more of the patterns for information exchange between 1143 

trusted parties is mandatory for TMI compliance and while not explicitly called out in 1144 
one of the TMI use cases, is noted as a fundamental capability underlying all of the 1145 
use cases. 1146 

 1147 

3.4.1.6 Request / Reply 1148 

Synopsis 1149 

The request/reply pattern, in the context of a Trusted Multi-tenant Infrastructure 1150 
(TMI), is a conversational transmission of a message and response between a sender 1151 
and receiver within the TMI context.  This pattern represents the primary means of 1152 
interactive communication between a sender and receiver. Each iteration of the 1153 

pattern represents a single message and response exchange. The response can be as 1154 
simple as an acknowledgement of receipt or a question back to the original sender that 1155 
requires a new response (a second iteration of the send/receive pattern).  As the 1156 
sender is expecting a response, if a reply is not sent by the receiver, policy may dictate 1157 

a follow up action be taken by the sender. 1158 
 1159 

Context 1160 
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The request/reply pattern is used to exchange information when the sender is 1161 
expecting a reply. The content may generate an action to be taken by receivers beyond 1162 
a simple acknowledgement. What is important is that the senders and receivers can 1163 

verify each other as a member of a trusted context. The sender only communicates 1164 

with receiver parties or devices within a shared context. The cardinality between 1165 
sender and receiver is 1:1. For example, a provider may send a request to a consumer 1166 
using an asset within a provider environment and the consumer will respond.  1167 
 1168 

Selection Criteria 1169 

The request/reply pattern is used to send information when the sender is expecting a 1170 
reply. The message may be sent to a party or device where a trusted context has been 1171 
established. It is often used for directing critical actions where acknowledgement or 1172 
confirmation is required. 1173 

 1174 

Solution 1175 

The request/reply pattern consists of the following steps: 1176 

1. The Sender constructs the message to be sent 1177 

2. The Sender retrieves Receiver information from the Trusted Entity Store 1178 

3. The Sender validates message policy, including action to take if no reply 1179 

4. The Sender should take steps to protect the integrity of the message 1180 

5. The Sender should sign the message using its Attestation Key  1181 

6. The Sender can encrypt the message 1182 

7. The message is sent to the Receiver 1183 

8. The Receiver generates a reply to the message and sends the reply to the 1184 

Sender  1185 

9. If no response is received, the Sender can take action as dictated by message 1186 
policy 1187 
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 1188 

Implications 1189 

The messages sent using the request/reply pattern may or may not be received and 1190 
acted on by the receiver. As the pattern explicitly requires a response, if a receiver 1191 

does not respond, the implication is non-receipt of the message and follow up action 1192 
can be required by policy.  1193 

A series of request/reply pattern executions can be used to implement a 1194 
conversational dialogues between parties. It should be noted that the response does 1195 
not require an acknowledgement that would lead to an infinite loop. 1196 

 1197 

Related Requirements 1198 

The request/reply pattern is one method of implementing the requirements regarding 1199 
exchange of information between trusted parties. The selection of recipients and the 1200 
signing of the message implement the requirement that information exchange between 1201 

trusted parties should occur within a trusted context. The creation of the message 1202 
hash and the optional encryption implement the requirement that the integrity of the 1203 
information exchanged between trusted parties should be assured. 1204 

 1205 

Related Patterns 1206 

All of the patterns in the section information Exchange between Trusted Parties 1207 
address similar problems, and all are dependent on the patterns in the section 1208 
establish a Trusted Context. 1209 

 1210 
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Related Use Cases 1211 

Request/Reply is one of several patterns implementing a core requirement for 1212 
establishing a TMI. One or more of the patterns for information exchange between 1213 

trusted parties   is mandatory for TMI compliance and while not explicitly called out in 1214 

one of the TMI use cases, is noted as a fundamental capability underlying all of the 1215 
use cases. 1216 

 1217 

3.4.1.7 Polling 1218 

Synopsis 1219 

The polling pattern, in the context of a Trusted Multi-tenant Infrastructure (TMI), is a 1220 
way to ask one or more recipients a question. This can be used to vote on a topic or to 1221 
survey potential providers for policy compliance or asset availability. 1222 
 1223 
Context 1224 

The polling pattern is used to send information to one or more recipients in 1225 
anticipation of a null, partial or full subset of responses from the recipients. The 1226 
content is often interrogatory in nature, although it can generate an action to be taken 1227 
by receivers. The cardinality of senders to receivers is normally 1:*. What is important 1228 
is that the receivers can identify the sender as a member of a trusted context. The 1229 

sender should filter the receivers list to parties or devices within a shared context. For 1230 
example, a provider may send a poll to all of the consumers using resources within a 1231 
provider environment to verify readiness for a change. A consumer management agent 1232 

may send a poll to all devices within the trusted systems domain to determine 1233 
availability for work. The use of filters to limit the scope of polling messages is highly 1234 

recommended. 1235 
 1236 

Selection Criteria 1237 

The polling pattern is used to send information when the sender is anticipating a 1238 
reply. The message may be sent to all parties and devices where a trusted context has 1239 

been established, or it may be sent to a filtered list of receivers. A response may be 1240 
optional or required. It is not normally used for extended conversations, but for 1241 
conducting a poll, or survey, of a group of recipients. It may be followed by a 1242 
request/response conversational sequence with a receiver if required. 1243 

 1244 

Solution 1245 

The polling pattern consists of the following steps: 1246 

1. The Sender constructs the message to be sent, including the form of response 1247 
requested 1248 

2. The Sender identifies the recipients from the Trusted Entity Store 1249 

3. The Sender validates message policy, including actions to take  1250 
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4. The Sender should apply appropriate protections to ensure the integrity of the 1251 
message 1252 

5. The Sender should sign the message using its Attestation Key  1253 

6. The Sender can encrypt the message 1254 

7. The message is sent to the Receiver(s) 1255 

8. Each Receiver generates a reply to the message and sends the reply to the 1256 
Sender 1257 

9. If no response is received, the Sender takes the action dictated by message 1258 
policy 1259 

 1260 

Implications 1261 

The messages sent using the polling pattern may or may not be received and acted on 1262 
by the receiver. As the pattern explicitly requires a response, if a receiver does not 1263 
respond, the implication is non-receipt of the message and follow up action may be 1264 

required by policy. 1265 

 1266 

Related Requirements 1267 

The polling pattern is one method of implementing the requirements regarding 1268 

exchange of information between trusted parties. The selection of recipients and the 1269 
signing of the message implement the requirement that information exchange between 1270 
trusted parties should occur within a trusted context. The creation of the message 1271 

hash and the optional encryption implement the requirement that the integrity of the 1272 
information exchanged between trusted parties should be assured. 1273 
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 1274 

Related Patterns 1275 

All of the patterns in the section information Exchange between Trusted Parties 1276 
address similar problems, and all are dependent on the patterns in the section 1277 

establish a Trusted Context. 1278 

 1279 

Related Use Cases 1280 

Polling is one of several patterns implementing a core requirement for establishing a 1281 
TMI. One or more of the patterns for information exchange between trusted parties is 1282 

mandatory for TMI compliance and while not explicitly called out in one of the TMI use 1283 
cases, is noted as a fundamental capability underlying all of the use cases. 1284 

 1285 

 1286 

3.4.1.8 Brokered Exchange 1287 

Synopsis 1288 

The brokered exchange pattern, in the context of a Trusted Multi-tenant Infrastructure 1289 
(TMI), is a way to proxy the exchange of information through a trusted 3rd party. It is 1290 
not a standalone pattern, but is used in combination with one of the other information 1291 
exchange patterns. Brokered Information Exchange encapsulates other patterns for 1292 

establishing a trusted context, serving as an intermediary or proxy for the primary 1293 
pattern. 1294 

 1295 
Context 1296 

The Brokered Exchange pattern is used to proxy the exchange of information when the 1297 

sender and receiver are not able to have a direct interaction. As the TMI requires 1298 
information exchange to occur within a trusted context, it is sometimes necessary to 1299 
use a trusted intermediary who has established a trusted context with all of the 1300 
parties in an exchange. It is important is that the receivers can identify the sender as 1301 
a member of a trusted context. The sender will send the receiver list and message to 1302 

the broker, who then adds their signature to the message and any replies to establish 1303 
the end to end trusted context. 1304 
 1305 
When a broker is used, it is assumed that the other parties do not have a trust 1306 
relationship appropriate to the context of the Trusted Systems Domain. In some cases, 1307 

this pattern may be used to protect the identities of one or both parties from 1308 
disclosure, with the broker serving as a trusted proxy between parties. 1309 
 1310 

Selection Criteria 1311 

The brokered exchange pattern may be used to send information when the sender and 1312 
receiver do not have a trusted context established. The message and recipient list is 1313 
sent to a broker proxy, who then adds it to a trusted context between the broker and 1314 

recipient(s) and forwards the message. The pattern should be used to encapsulate one 1315 
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of the other information exchange patterns, as it has no inherent information sharing 1316 
pattern, except between the broker and senders and receivers.  1317 
 1318 

Solution 1319 

The brokered exchange pattern consists of the following steps: 1320 

1. The Sender constructs the message to be sent, including any response 1321 
obligation and the hash, signature and optional encryption of the message 1322 

2. The Sender identifies the Receiver(s) or the filter criteria for the Broker to 1323 
determine the Receiver(s) as appropriate to the brokered exchange pattern. 1324 

3. The Sender requests a list of potential Brokers from the Trusted Entity Store 1325 

4. The Sender selects and confirms a broker 1326 

5. The Sender requests a trusted context with a list of Receiver(s), or filter 1327 
criteria to derive the list, from the Broker 1328 

6. The Broker confirms delegates or declines the ability to broker the information 1329 

exchange. If the request is rejected, the Sender can stop or try another Broker. 1330 

7. The Sender prepares the message to be sent, in accordance with the 1331 
requirements of the selected information exchange pattern, notifies the Broker 1332 
of the message and pattern to use  1333 

8. The Sender initiates the desired information exchange pattern with the 1334 

recipients list, through the Broker 1335 

9. The Broker sends the sender an acknowledgement that the embedded pattern 1336 
was executed. 1337 
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 1338 

Implications 1339 

The brokered exchange pattern serves essentially as a wrapper to maintain the trusted 1340 
context between parties in a TMI. It makes no assertions as to who that intermediary 1341 
might be. It could be one of the providers or a totally unrelated third party. As the 1342 

intermediary can have access to any and all messages exchanged between the parties, 1343 
it is important that both parties can rely on the integrity of the broker. Alternately, the 1344 
messages could be encrypted by each party and signed by the broker.  1345 

 1346 

Related Requirements 1347 

The brokered exchange pattern is one method of implementing the requirements 1348 
regarding exchange of information between trusted parties. The selection of recipients 1349 
and the signing of the message implement the requirement that information exchange 1350 
between trusted parties should occur within a trusted context. The creation of the 1351 
message hash and the optional encryption implement the requirement that the 1352 

integrity of the information exchanged between trusted parties should be assured. 1353 

 1354 

Related Patterns 1355 

All of the patterns in the section information Exchange between Trusted Parties 1356 
address similar problems, and all are dependent on the patterns in the section 1357 

establish a Trusted Context. The brokered exchange pattern should use one of the 1358 
other information exchange patterns operating though the broker as proxy. 1359 
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 1360 

Related Use Cases 1361 

Brokered Exchange is one of several patterns implementing a core requirement for 1362 
establishing a TMI. One or more of the patterns for information exchange between 1363 

trusted parties is mandatory for TMI compliance and while not explicitly called out in 1364 
one of the TMI use cases, is noted as a fundamental capability underlying all of the 1365 
use cases. 1366 

 1367 

3.4.2 Provision, Validate and Enforce Policies 1368 

Probably the most complex of the core functions, the requirement for policy 1369 
determination, validation and enforcement within a trusted context ensures that 1370 
controls are in place to protect the confidentiality, integrity and availability of 1371 
information between parties in a multi-tenant ecosystem. These patterns are used to 1372 

provision, manage, delegate decision authority and enforce policy and compliance 1373 
requirements across a multi-tenant and multi-provider ecosystem. 1374 

The patterns for managing policy within the TMI are organized to decompose the 1375 
process of policy provisioning, validation and enforcement: 1376 

Policy Administration. A policy is, in essence, a conditional expression followed by 1377 

one or more declarative statements – essentially an if-then-else construct. This is 1378 
generally populated with one or more attribute variables from a pre-defined dictionary 1379 
of terms. Each of these variable terms is bound to a mechanism to resolve the value 1380 
appropriate to the policy statement execution context. The administration of policy 1381 

includes definition of policy statements. Policy definition also includes the rules for 1382 

combining multiple policy statements into a combined rule or decision hierarchy, so 1383 
that the resulting decisions will be unambiguous. Once the policy and combination 1384 
rules are defined, they should be provisioned, or made available, to the Policy 1385 
Management Controller (PMC).   1386 

Policy Validation. Once the policy has been defined and the rules for resolution of 1387 

ambiguity are defined, the state of compliance should be tested. Within the trusted 1388 
systems domain compliance validation could be driven by events, timed intervals or on 1389 
request. Within the patterns in the TMI Reference Model, there are many references to 1390 
policy validation within the patterns. This assures that the actions taken do not 1391 
compromise the integrity of the trusted systems domain. Policy compliance is tested 1392 

using a Policy Decision Point (PDP). The PDP is responsible for resolution of the policy 1393 
statements into an executable rule, the resolution of variables (attributes) using the 1394 
Policy Information Point (PIP) and the execution of the policy rule. A decision can be 1395 
pass, fail or pass with obligations. An obligation is an additional step that should be 1396 
taken in policy enforcement. 1397 

Policy Enforcement. The primary controller of policy within a trusted systems 1398 
domain is a Policy Management Controller (PMC). This component serves as a 1399 
controller for interaction between the PDP, PIP and the Policy Enforcement Point (PEP).  1400 
The PMC is responsible to determine, from information in the Trusted Entity Store, 1401 

which PDP’s need to be engaged in the resolution of policy within the context at hand. 1402 

It determines the entities involved and determines the proper combination of PDP and 1403 
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PEP to engage. Once a policy decision has been reached, the PEP takes the necessary 1404 
action, based on the policy, in response to the policy decision. 1405 

The Policy Management patterns form the last element of the core functionality of the 1406 

TMI Reference Model. All other functionality is dependent on the trusted context and 1407 

compliance enforcement provided by policy enforcement capabilities within a trusted 1408 
context. 1409 

 1410 

3.4.2.1 Policy Administration 1411 

Synopsis 1412 

The ability to define policies and policy combination rules within the TMI is a key 1413 
element of evaluating and enforcing configuration, separation and behavior as well as 1414 
maintaining compliance within a multi-tenant environment.  The domain owner 1415 
establishes a policy or set of policies that appropriately asserts standards for operation 1416 
of the domain but also accounts for key stakeholders and their policy needs.  Policy 1417 

Administration involves the ability for a domain owner to establish/modify policy, 1418 
policy sets and policy resolution rules within their domain. The Policy Administration 1419 
Point (PAP) is the interface for maintenance of the Policy Store. 1420 
 1421 
Context 1422 

In order to operate in a trusted multi-tenant environment, policy should be 1423 
established within each domain by the domain owner.  This pattern describes the 1424 
establishment of policy, policy sets and policy resolution rules within a domain to 1425 

provide policy enforcement and decisions regulating access to resources.  When a 1426 
Trusted Systems Domain (TSD) is allocated, the Trusted Entity Store and the Policy 1427 

Store are allocated. The default policy is to allow the TSD owner to manage policy but 1428 
deny all other actions. The Domain Owner uses the Policy Administration pattern and 1429 
the Policy Administration Point (PAP) to establish domain policy. The PAP serves as the 1430 
Policy Enforcement Point (PEP) for the Policy Store.  1431 

 1432 

Selection Criteria 1433 

Policy Administration is used by domain owners to establish and maintain policy 1434 
stores.  This pattern allows the domain owner the ability to establish and modify their 1435 
domain policy/policy sets to meet their specific policy compliance needs within the 1436 
TMI.  1437 

 1438 

Solution 1439 

1. A Policy Administrator submits a policy change to the Policy Administration 1440 
Point (PAP) 1441 

2. The Policy Administration Point requests credentials from the Trusted Entity 1442 
Store for the Policy Administrator  1443 

3. The Trusted Entity Store returns credentials for the Policy Administrator 1444 
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4. The Policy Administration Point validates that the requestor is a valid Policy 1445 
Administrator 1446 

5. If the Requestor is a valid Policy Administrator the Policy Administration 1447 

Point updates the Policy Store.  1448 

6. The Policy Administrator is notified of the success or failure of the change 1449 

 1450 

Implications 1451 

Policy Administration maintains on-going policy compliance standards for resources in 1452 
the domain but having large policies or multiple policy sets to verify can affect the 1453 
performance within the domain.  1454 

Modifications to policy/policy sets can cause unforeseen side effects within the 1455 
domain unintentionally restricting or creating unknown policy violations.  It is vital 1456 
that only trusted parties have access to the PAP and that policies that are established 1457 
and modified go through a robust review process.  1458 

Policy Administrators require roles and access rights are validated against the Trusted 1459 

Entity Store and the PDP associated with the Policy Store (part of the PAP) to 1460 
determine which policies the administrator has access to create and modify.  1461 

 1462 

Related Requirements 1463 

Trust Relationships should be established before a policy can be created/modified 1464 

within the domain.   1465 

Policies should be established before conducting monitoring, reporting and 1466 
provisioning within the domain.    1467 

 1468 

Related Patterns 1469 

Establish Trust 1470 

Trusted Data Exchange 1471 

Monitoring Services 1472 
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Reporting Services 1473 

Provisioning Services 1474 

Direct Policy Enforcement  1475 

 1476 

Related Use Cases 1477 

Applies to all TMI Use Cases  1478 

 1479 

3.4.2.2 Policy Decision Authority Resolution  1480 

 1481 

Synopsis 1482 

The ability to orchestrate policy decisions within the TMI is a key element of resolving 1483 
and enforcing appropriate policy as well as maintaining compliance within a multi-1484 
tenant environment.  Domain owners establish a policy or set of policies that 1485 
appropriately meet their standards but also account for key stakeholders and their 1486 

policy needs.  Depending on which assets and operators are involved in an action, a 1487 
clear understanding of where the decision authority lies for enforcement of policy is a 1488 
critical part of maintaining appropriate control and separation of duties within the 1489 
TMI. Each asset and operator has policy enforcement information stored within the 1490 
Trusted Entity Store. This includes the URI of the Policy Decision Point (PDP), scope of 1491 

authority and acceptable policy decision configuration options. This information is 1492 
retrieved by the Policy Management Controller (PMC) and used to make a 1493 

determination of how a policy decision is to be orchestrated.  1494 
 1495 
Context 1496 

Policy Decision Authority Resolution is the process by which information is gathered 1497 
for each of the parties to a decision and the orchestration process is determined. Each 1498 
party has the responsibility to assign, delegate or describe the policy enforcement 1499 
mechanisms used for assets under its control. This separation of duties is an 1500 
important concept within the multi-tenant, multi-provider world of the TMI. A provider 1501 

is responsible for the physical assets or operational processes for managing the pools 1502 
of resources it allocates to the various trusted systems domains. The consumer is 1503 
responsible for managing the assets allocated to the trusted systems domain. It is 1504 
quite possible that a single asset may be affected by multiple policy decision 1505 
authorities. The key to understand is whether the action for which a decision is being 1506 

sought affects one or more of these stakeholders. If only a single stakeholder is 1507 
involved, then the PDP is assigned and no further action is needed. If there are 1508 
multiple stakeholders, then one or more of the other Policy Decision Authority 1509 
Resolution steps may be need to determine PDP priority or rule combination authority. 1510 

 1511 

Selection Criteria 1512 

Within the various TMI patterns, there is often a need to identify, validate and enforce 1513 

policy compliance. For every policy decision, it is imperative that the correct decision 1514 
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authorities are involved. This pattern is the base pattern that collects and determines 1515 
the stakeholders in a policy resolution action. It is used whenever policy resolution is 1516 
called for. The additional resolution steps can be used to further refine the situations 1517 

where either there are multiple PDPs involved or resolution can be performed by a 1518 

single PDP, but required policy input from multiple Policy Stores. 1519 

To simplify: 1520 

 The Base Pattern is always used to bring together the information about policy 1521 

resolution stakeholders, PDPs and  orchestration rules 1522 

 The Rule Combination steps are used if multiple decision authorities are 1523 

identified, but the rules allow for a single PDP to gather policy from multiple 1524 
policy stores and create an integrated policy using a rule combination algorithm 1525 

 The PDP Hierarchy steps are used if the action for which a policy decision is 1526 

needed involves multiple PDP instances, each of which should be independently 1527 
queried and policy is not shared between PDP instances.  1528 

It is possible to use all three of the pattern sections for a single decision. 1529 

 1530 

Solution 1531 

Base Pattern 1532 

1. The Policy Management Controller requests the Policy Resolution information 1533 
from the Trusted Entity Store(s) of each asset or operator involved in an 1534 
action.  1535 

2. The Trusted Entity Store(s) returns the Policy Resolution Information for the 1536 

action to the Policy Management Controller.  1537 

3. The Policy Management Controller requests Policy Resolution Rules from the 1538 
Policy Store 1539 

4. The Policy Store returns the Policy Resolution Rules 1540 

5. The Policy Management Controller may call additional policy resolution 1541 

orchestration steps as specified in the Trusted Entity Store(s) for the 1542 
assets/operator(s) involved.  1543 

6. The Policy Management Controller determines the policy resolution 1544 
orchestrations steps necessary to reach a policy decision between the assets 1545 
and/or operators involved. 1546 

 1547 
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 1548 

 1549 

Rule Combination 1550 

1. The Policy Management Controller requests Policy Combination Algorithm(s) 1551 
from the Policy Store(s) 1552 

2. The Policy Store returns the Policy Combination Algorithm(s) 1553 

3. The Policy Management Controller validates that the Rule Combination 1554 
Algorithms are executable  1555 

4. The Policy Management Controller establishes the orchestration steps needed 1556 

to execute a policy decision 1557 

 1558 

 1559 

PDP Hierarchy 1560 

1. The Policy Management Controller requests Policy Orchestration Rule(s) from 1561 
the Policy Store(s) 1562 

2. The Policy Store returns the Policy Orchestration Rule(s) that govern PDP 1563 
priority and Scope of Authority 1564 

3. The Policy Management Controller establishes the PDP hierarchy and 1565 

validates that the scope of authority is clear  1566 
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4. The Policy Management Controller establishes the orchestration steps needed 1567 
to execute a policy decision 1568 

 1569 

 1570 

 1571 

Implications 1572 

A Policy Management Controller that is interfacing with a large number of PDPs 1573 
should maintain a proper prioritization amongst all the stakeholders.   1574 

 1575 

Related Requirements 1576 

All interactions with protected resources require trusted information exchanges to 1577 
make appropriate authorization decisions.   1578 

Trusted Information exchange relies on the establishment of policy in order to make 1579 

appropriate access control decisions.     1580 

 1581 

Related Patterns 1582 

Establish Trust 1583 

Trusted Data Exchange 1584 

Monitoring Services 1585 

Reporting Services 1586 

Provisioning Services 1587 

 1588 

Related Use Cases 1589 

Applies to all TMI Use Cases.  1590 

 1591 

3.4.2.3 Single PDP Decision 1592 

 1593 

Synopsis 1594 
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The ability to make policy decisions within the TMI is a key element of conducting 1595 
critical authorization decisions as well as maintaining compliance within a multi-1596 
tenant environment. A policy decision is made by resolving a policy statement within 1597 

the context of the action and environment in which the action is to take place. A policy 1598 

statement is an IF-THEN-ELSE construct that contains dictionary references to 1599 
variable attributes that are resolved, allowing the final statement to be evaluated and a 1600 
decision returned.  A Policy Management Controller handles the orchestration of the 1601 
policy enforcement process, including interfacing with the PDP to make policy 1602 
decisions. The dictionary is associated with the Policy Information Point (PIP) and 1603 

handles resolution of attribute variables for the PDP.  The Policy Store contains the 1604 
policy statements and glossary information. There are a number of combinations of 1605 
these elements possible. In this pattern a single policy store contributes policy 1606 
statements and a single PDP makes policy decisions on behalf of all stakeholders. 1607 
 1608 

Context 1609 

The Single PDP Decision pattern is able to make decisions based upon policy 1610 
statements from a single policy store. If a Policy Enforcement Point intercepts an 1611 
action that requires a decision and the Policy Decision Authority Resolution authority 1612 
resolves to a single PDP, then a decision is requested and the result returned to the 1613 

PEP. The PEP then allows the action, denies the action or allows the action with 1614 
obligations. An obligation may reflect a pre or post condition to the action.   1615 

 1616 

Selection Criteria 1617 

The Single PDP Decision pattern is selected when only one PDP is necessary to make 1618 

policy decisions for an action. This can occur when either all of the assets in an action 1619 
are under the policy control of the policy owner or all parties agree to delegate decision 1620 
authority to the policy owner, resulting in a single Policy Decision Resolution 1621 
Authority, or PDP.   1622 

 1623 

Solution 1624 

1. The Policy Enforcement Point intercepts an action which requires a policy 1625 
decision 1626 

2. The Policy Management Controller determines the Policy Resolution 1627 
Orchestration Plan 1628 

3. The Policy Management Controller determines that the Policy Resolution 1629 
Orchestration Plan contains a single Decision Authority (Policy Decision 1630 
Point) 1631 

4. The Policy Management Controller pulls the policies from the Policy Store. 1632 

5. The Policy Management Controller determines the Policy Information Points 1633 
for attribute resolution. 1634 

6. The Policy Management Controller passes control to the Policy Decision 1635 

Point along with the policy statements and PIP links 1636 
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7. The Policy Decision Point returns a policy decision to the Policy Management 1637 
Controller  1638 

8. The Policy Management Controller returns the policy decision to the Policy 1639 

Enforcement Point 1640 

 1641 

 1642 

 1643 

Implications 1644 

Implementation of this pattern maintains on-going policy compliance with resources in 1645 
your domain but having large policies or multiple policy sets to verify can affect the 1646 
performance within your domain.  1647 

 1648 

Related Requirements 1649 

Trust Relationships should be established before a policy can be created within the 1650 
domain.   1651 

All interactions with protected resources require trusted information exchanges to 1652 
make appropriate authorization decisions.   1653 

Trusted Information exchange relies on the establishment of policy in order to make 1654 
appropriate access control decisions.  1655 

Policies should be established before conducting monitoring, reporting and 1656 
provisioning within the domain.    1657 

 1658 

Related Patterns 1659 

Establish Trust 1660 
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Trusted Data Exchange 1661 

Monitoring Services 1662 

Reporting Services 1663 

Provisioning Services 1664 

 1665 

Related Use Cases 1666 

Applies to all TMI Use Cases.  1667 

 1668 

3.4.2.4 Rule Combination Decision 1669 

 1670 

Synopsis 1671 

The ability to make policy decisions within the TMI is a key element of conducting 1672 
critical authorization decisions as well as maintaining compliance within a multi-1673 
tenant environment. A policy decision is made by resolving a policy statement within 1674 

the context of the action and environment in which the action is to take place. A policy 1675 
statement is an IF-THEN-ELSE construct that contains dictionary references to 1676 
variable attributes that are resolved, allowing the final statement to be evaluated and a 1677 
decision returned.  A Policy Management Controller handles the orchestration of the 1678 
policy enforcement process, including interfacing with the PDP to make policy 1679 

decisions. The dictionary is associated with the Policy Information Point (PIP) and 1680 

handles resolution of attribute variables for the PDP. The Policy Store contains the 1681 
policy statements and glossary information. There are a number of combinations of 1682 
these elements possible. In this pattern, multiple policy stores contribute policy 1683 
statements that are combined such that a single PDP can make policy decisions on 1684 

behalf of all stakeholders.  1685 
 1686 
Context 1687 

The Rule Combination Decision pattern describes how a single PDP is able to make 1688 
decisions based upon policy statements from multiple policy stores. If a Policy 1689 

Enforcement Point intercepts an action that requires a decision and the Policy 1690 
Decision Authority Resolution authority resolves to a single PDP with multiple policy 1691 
stores, then a decision is requested from the PDP, the policy statements are collected 1692 
and the statements are combined or prioritized based upon an agreed Rule 1693 
Combination Algorithm. The result is returned to the PEP. The PEP then allows the 1694 

action, denies the action or allows the action with obligations. An obligation may 1695 
reflect a pre or post condition to the action.   1696 

 1697 

Selection Criteria 1698 

The Rule Combination Decision pattern is selected when only one PDP is necessary to 1699 
make policy decisions for an action but multiple stakeholders have policy stores with 1700 

relevant policy statements. This can occur when all parties agree to delegate decision 1701 
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authority to a single PDP and have agreed to a rule combination algorithm. It is critical 1702 
that Policy Management Controllers properly prioritize policy sets and establish policy 1703 
hierarchies that maintain policy compliance across all stakeholders involved.  1704 

 1705 

Solution 1706 

1. The Policy Enforcement Point intercepts an action which requires a policy 1707 
decision 1708 

2. The Policy Management Controller determines the Policy Resolution 1709 
Orchestration Plan 1710 

3. The Policy Management Controller determines that the Policy Resolution 1711 
Orchestration Plan contains multiple Decision Authorities but can leverage a 1712 
single Policy Decision Point (PDP) using Rule Combination. 1713 

4. The Policy Management Controller requests the policies from the Policy 1714 
Stores. 1715 

5. The Policy Management Controller determines the Policy Information Points 1716 
(PIP) for attribute resolution. 1717 

6. The Policy Management Controller combines the rules into a combined policy 1718 
set and sends it to the Policy Decision Point for resolution.   1719 

7. The Policy Management Controller passes control to the PDP along with the 1720 

combined policy statements and PIP links 1721 

8. The Policy Decision Point returns a policy decision to the Policy Management 1722 
Controller  1723 

9. The Policy Management Controller returns the policy decision to the Policy 1724 
Enforcement Point 1725 
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 1726 

Implications 1727 

Implementation of this pattern maintains on-going policy compliance with resources in 1728 

the domain but having large policies or multiple policy sets to verify can affect the 1729 

performance within the domain.  1730 

 1731 

Related Requirements 1732 

Trust Relationships should be established before a policy can be created within the 1733 

domain.   1734 

All interactions with protected resources require trusted information exchanges to 1735 
make appropriate authorization decisions.   1736 

Trusted Information exchange relies on the establishment of policy in order to make 1737 
appropriate access control decisions.  1738 

Policies should be established before conducting monitoring, reporting and 1739 
provisioning within the domain.    1740 

 1741 

Related Patterns 1742 

Establish Trust 1743 

Trusted Data Exchange 1744 

Monitoring Services 1745 

Reporting Services 1746 
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Provisioning Services 1747 

 1748 

Related Use Cases 1749 

Applies to all TMI Use Cases.  1750 

 1751 

3.4.2.5 PDP Hierarchy Decision 1752 

 1753 

Synopsis 1754 

The ability to make policy decisions within the TMI is a key element of conducting 1755 

critical authorization decisions as well as maintaining compliance within a multi-1756 
tenant environment. A policy decision is made by resolving a policy statement within 1757 
the context of the action and environment in which the action is to take place. A policy 1758 
statement is an IF-THEN-ELSE construct that contains dictionary references to 1759 
variable attributes that are resolved, allowing the final statement to be evaluated and a 1760 

decision returned.  A Policy Management Controller handles the orchestration of the 1761 
policy enforcement process, including interfacing with the PDP to make policy 1762 
decisions. The dictionary is associated with the Policy Information Point (PIP) and 1763 
handles resolution of attribute variables for the PDP. The Policy Store contains the 1764 
policy statements and glossary information. There are a number of combinations of 1765 

these elements possible. In this pattern, multiple decision authorities represent the 1766 
various stakeholders and are not able or willing to delegate decision authority to a 1767 

single PDP. Each PDP makes a discrete decision and then the Policy Management 1768 
Controller uses an established hierarchy and prioritization rules to weight and 1769 
evaluate the combined decisions. 1770 

 1771 
Context 1772 

The PDP Hierarchy Decision pattern describes how multiple PDPs from various 1773 
decision authorities can collaborate to make policy decisions. If a Policy Enforcement 1774 
Point intercepts an action that requires a decision and the Policy Decision Authority 1775 

Resolution authority resolves to multiple PDPs with multiple policy stores, then a 1776 
decision is requested from each PDP, the decisions are collected and the decisions are 1777 
combined or prioritized based upon an agreed Hierarchy and conflict resolution 1778 
algorithm. The result is returned to the PEP. The PEP then allows the action, denies 1779 
the action or allows the action with obligations. An obligation may reflect a pre or post 1780 

condition to the action.   1781 

 1782 

Selection Criteria 1783 

The Rule Combination Decision pattern is selected when multiple PDPs are necessary 1784 

to make policy decisions for an action representing multiple stakeholders with relevant 1785 
policy statements. The decisions are then aggregated and combined based upon a PDP 1786 
hierarchy and conflict resolution policy. This can occur when parties are not able to 1787 

delegate decision authority to a single PDP and have agreed to a decision hierarchy 1788 
and conflict resolution policy. It is critical that Policy Management Controllers properly 1789 
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prioritize policy sets and establish policy hierarchies that maintain policy compliance 1790 
across all stakeholders involved.  1791 

 1792 

Solution 1793 

1. The Policy Enforcement Point intercepts an action which requires a policy 1794 
decision 1795 

2. The Policy Management Controller determines the Policy Resolution 1796 
Orchestration Plan 1797 

3. The Policy Management Controller determines that the Policy Resolution 1798 

Orchestration Plan contains multiple Decision Authorities but can leverage a 1799 
single Policy Decision Point (PDP) using Rule Combination. 1800 

4. The Policy Management Controller requests the policies from the Policy 1801 
Stores. 1802 

5. The Policy Management Controller determines the Policy Information 1803 

Points for attribute resolution. 1804 

6. The Policy Management Controller passes control to the Policy Decision 1805 
Points along with the PIP links 1806 

7. The Policy Decision Points return policy decisions to the Policy Management 1807 
Controller  1808 

8. The Policy Management Controller combines the decisions and resolves any 1809 

conflicts. 1810 

9. The Policy Management Controller returns the policy decision to the Policy 1811 
Enforcement Point 1812 

 1813 
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 1814 

Implications 1815 

Implementation of this pattern maintains on-going policy compliance with resources in 1816 

your domain but having large policies or multiple policy sets to verify can affect the 1817 

performance within the domain.  1818 

 1819 

Related Requirements 1820 

Trust Relationships should be established before a policy can be created within the 1821 

domain.   1822 

All interactions with protected resources require trusted information exchanges to 1823 
make appropriate authorization decisions.   1824 

Trusted Information exchange relies on the establishment of policy in order to make 1825 
appropriate access control decisions.  1826 

Policies should be established before conducting monitoring, reporting and 1827 
provisioning within the domain.    1828 

 1829 

Related Patterns 1830 

Establish Trust 1831 

Trusted Data Exchange 1832 

Monitoring Services 1833 

Reporting Services 1834 
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Provisioning Services 1835 

 1836 

Related Use Cases 1837 

Applies to all TMI Use Cases.  1838 

 1839 

3.4.2.6 Policy Enforcement 1840 

 1841 

Synopsis 1842 

The ability to provide policy enforcement within the TMI is a key element of conducting 1843 

critical authorization decisions as well as maintaining compliance and separation 1844 
within a multi-tenant environment.  The domain owner establishes a policy or set of 1845 
policies that appropriately meets their standards but also accounts for key 1846 
stakeholders and their policy needs.  A Policy Enforcement Point (PEP) is associated 1847 
with an action to be taken within the TMI context. It is often an agent or interface of 1848 

the system that can engage the policy management services and then has the 1849 
authority and ability to implement and enforce the policy decisions associated with the 1850 
action. A PEP is therefore only rarely a generic construct, as it requires some level of 1851 
integration into the system in order to effectively implement policy to modify the flow 1852 
of the process.     1853 

 1854 
Context 1855 

The Policy Enforcement pattern describes how a Policy Enforcement Point (PEP) serves 1856 
as the agent of the stakeholders to enforce policy decisions associated with an action 1857 
within the TMI. A Policy Enforcement Point intercepts an action that requires a 1858 

decision and the Policy Decision Authority Resolution determines the Policy Decision 1859 
Points (PDP) to be engaged. A decision is requested from the appropriate PDP(s). The 1860 
result is returned to the PEP. The PEP then allows the action, denies the action or 1861 
allows the action with obligations. An obligation may reflect a pre or post condition to 1862 
the action.   1863 

 1864 

Selection Criteria 1865 

The Policy Enforcement pattern is selected when an action is attempted within the TMI 1866 
that requires a policy decision. The enforcement of the policy is directly enabled and is 1867 
not brokered through a third party. The policy decisions may be brokered or require 1868 

interaction with multiple decision authorities, but the enforcement is not brokered for 1869 
selection of this pattern. 1870 

 1871 

Solution 1872 

1. A Requestor requests an action against a resource within the domain.  1873 

2. The Policy Enforcement Point (PEP) acting as the resource intercepts the 1874 
Requestor’s request.  1875 
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3. The Policy Enforcement Point forwards the request to the Policy 1876 
Management Controller (PMC).   1877 

4. After assessing the policy the Policy Management Controller sends back an 1878 

authorization decision to the Policy Enforcement Point to either accept or 1879 

deny the Requestor’s request for an action against the resource.  1880 

5. The Policy Management Controller forwards the authorization decision back 1881 
to the Policy Enforcement Point to either allow the request to the resource or 1882 
deny the Requestor’s request. Any obligations imposed by the decision 1883 
authority are processed by the Policy Enforcement Point 1884 

6. If the authorization decision permits the action then the Policy Enforcement 1885 
Point forwards the request to the Resource.  1886 

7. If the request is denied, the Requestor is notified 1887 

 1888 

 1889 

Implications 1890 

Implementation of this pattern maintains on-going policy compliance with resources in 1891 

your domain but having large policies or multiple policy sets to verify can affect the 1892 
performance within the domain.  1893 

Related Requirements 1894 

Trust Relationships should be established before a policy can be created within the 1895 
domain.   1896 

All interactions with protected resources require trusted information exchanges to 1897 
make appropriate authorization decisions.   1898 

Trusted Information exchange relies on the establishment of policy in order to make 1899 
appropriate access control decisions.  1900 

Policies should be established before conducting monitoring, reporting and 1901 

provisioning within the domain.    1902 

 1903 

Related Patterns 1904 
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Establish Trust 1905 

Trusted Data Exchange 1906 

Monitoring Services 1907 

Reporting Services 1908 

Provisioning Services 1909 

 1910 

Related Use Cases 1911 

Applies to all TMI Use Cases.  1912 

 1913 

3.5 Management Services 1914 

Management Services use TCG Technology and other appropriate industry standards 1915 
to describe the foundational relationship between the various components in a Trusted 1916 
Multi-tenant Infrastructure (TMI) and how they are managed.  The ability to manage 1917 
configuration of services, proactively monitoring assets, reporting compliance, and 1918 
responding to events/audits provide the main implementation focus for Management 1919 

Services within a cloud or shared infrastructure environment    1920 
 1921 
A consumer can manage assets within the trusted systems domain environment and a 1922 
provider can manage the provider environment as well as the various consumer 1923 
domains within a cloud or shared infrastructure. All management in the TMI is done 1924 

using policies. In terms of context – “management” means the ability to perform 1925 
administrative functions against assets within the Consumer trusted systems domain 1926 
and Provider environment in order to achieve and maintain policy compliance. 1927 

3.5.1 Monitoring Services 1928 

 1929 
There are two basic Monitoring Services within the TMI, monitoring of events and 1930 
monitoring of state. This service can be used to proactively monitor an assets’ audit, 1931 
event, and state information to ensure policy adherence.  The policies created (or 1932 
configured) within the TMI determine how the monitoring services monitor activities on 1933 

assets  1934 
 1935 
Monitoring can be implemented in a variety of methods, including state based, agent 1936 
based, agent-less, and event based. The TMI does not specify the specific approach to 1937 
monitoring as long as all state and event can effectively be monitored in conformance 1938 

with policy. 1939 

3.5.1.1 State Monitoring 1940 

Synopsis 1941 

State Monitoring is the process of utilizing sensors that actively collect information on 1942 
the state of an asset within the TMI.  1943 

 1944 
Context 1945 
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In order to operate a TMI, state monitoring should be established for each party to 1946 
ensure that policy compliance is maintained. This pattern describes the utilization of 1947 
state monitoring within the platform to provide proactive attestation of platform assets 1948 

against policy.     1949 

We tend to think in terms of monitoring assets. However, monitoring can be applied to 1950 
any entity in the TMI. Components of the TMI itself, which are not necessarily assets, 1951 
can be monitored. This can be applied to application code as well as physical assets. 1952 
The monitoring infrastructure and the monitoring repository should be flexible enough 1953 
to fulfill this objective. 1954 

 1955 

Selection Criteria 1956 

 1957 
State monitoring is selected when the data is to be requested from the asset (or entity) 1958 
by the monitoring service. The monitoring service can make a one-time request or 1959 

repeated requests on a periodic basis. Each request is initiated by the monitoring 1960 
service. Data received from an asset is trusted if the asset is equipped with a hardware 1961 
base root of trust that support attestation, such as a TPM. Even if there is secure 1962 
communications between the monitoring service and the asset, if the asset is not 1963 
equipped with a hardware based root of trust, trust in the reported results has to be 1964 

based upon other factors. Even with a TPM, for long running systems additional 1965 
support should be available to assure the continued integrity of the system and its 1966 
monitoring infrastructure.   1967 

 1968 

Solution 1969 

The state monitoring service consists of several steps:  1970 

1. Policies that will govern the state monitoring are placed in the Policy Store. 1971 

2. The Requestor asks the State Monitoring Service to monitor an Asset. 1972 

3. The State Monitoring Service requests the indicated policies from the Policy 1973 
Store in order to determine the state monitoring procedures for the TMI. The 1974 

Policy Store contains information on monitoring repositories where the State 1975 
Monitoring Service should store information that is collected. If the required 1976 
policy information cannot be located, the Policy Store rejects the request and 1977 
the State Monitoring Service rejects the request with a “no policy” indication. 1978 

4. Once policy is acquired the State Monitoring Service acts as a sensor 1979 

requesting state data from the Assets within the TMI. If the Asset rejects the 1980 
request for data, the State Monitoring Service rejects the request with an 1981 
“asset refused” indication. 1982 

5. The asset returns the requested data to the Monitoring Service. Depending on 1983 

the request the Monitoring Service may have to process the data before it is 1984 
recorded in the repository. 1985 

6. The State Monitoring Service stores the data collected from the Assets in a 1986 

Monitoring Repository.  1987 
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Request policies 
indicated in the state 
monitoring request

Request Data

Policy

Request Monitoring

Requestor Policy Store
State Monitoring 

Service

Monitoring request 
rejected (no policies)

Accepts/Rejects 
Request

Data

Monitoring 
Repository

Accepts/Rejects 
Request

Asset

Store requested 
state information

Monitoring request 
rejected (asset 

refused)

Repeat as Required

1988 
 1989 

Implications 1990 

The use of state monitoring implies the existence of a baseline configuration or 1991 
maximum and minimum threshold for acceptable configuration. It also implies some 1992 

acceptable timeframe over which state is accepted before being revalidated. A change 1993 
in state or the presence or absence of state information may trigger an event that 1994 
requires evaluation against policy for the asset. 1995 

 1996 

Related Patterns 1997 

 Reporting Pattern has a post processing relationship to the monitoring 1998 
pattern(s) to provide policy compliance reporting that contain state information 1999 
regarding the assets within the TMI. 2000 
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 Provisioning/De-Provisioning of assets is required to establish the state 2001 
monitoring service and Assets.  2002 

 Trusted Data Exchange to perform secure communication between the state 2003 

monitoring service and policy store as well as assets. 2004 

 Policy should be applied to define monitoring procedures. 2005 

 The Correlation service can be used to analyze the state information populated 2006 

into the state monitoring repository. Event correlation may subscribe to this 2007 
information. The correlation engine has the ability to modify the TMI within the 2008 
constraints specified by policy. 2009 

 State monitoring can cause a report to be generated. 2010 

 2011 

Related Use Cases 2012 

UC-2 Provider: Modification of the established Provider Environment Policy 2013 

UC-5 Provider: Re-provision Trusted Systems Domain Assets based on changes to the 2014 
Trusted Systems Domain Policy.  2015 

UC-6 Provider: Audit of policy within the Provider Environment Policy. 2016 

UC-6 Consumer:  Audit of policy within the Trusted Systems Domain. 2017 

UC-1 Consumer: Modification of the established Trusted System Domain Policy 2018 

 2019 

3.5.1.2 Event Monitoring 2020 

Synopsis 2021 

Event monitoring captures events within the TMI.  2022 

Context 2023 

Event monitoring is provided in a TMI to enhance it manageability.  This pattern 2024 
describes the utilization of event monitoring within the platform to capture event 2025 
information. Event information can be used for policy compliance validation, billing, or 2026 
other functions of the TMI. The policy governing the events to be monitored and who 2027 

has access to the event monitoring data should be established before an event 2028 
monitoring request exists or it will fail.    2029 

 2030 

Selection Criteria 2031 

The event capturing infrastructure should be sufficiently flexible to capture events 2032 

wherever they are generated, code or data. Event capture and logging is required to 2033 
make the TMI flexible enough to enable self-monitoring. Events can come from 2034 
components of the TMI as well as assets under management. All captureable events 2035 
should have sufficient metadata associated with them so that the quality of the data 2036 
can be assessed and access privileges can be enforces according to policy. 2037 

 2038 
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Event monitoring is requested when the desired data is expected to be generated by an 2039 
asset and when the availability of the data cannot be predicted in advance. Event 2040 
monitoring establishes a publish/subscribe framework between the asset and the 2041 

monitoring service. The asset is the publisher of the information and the event monitor 2042 

is a subscriber to the information. Event monitoring provides the ability to capture 2043 
events that occur within and between assets in the TMI.   2044 

 2045 

Solution 2046 

The event monitoring service consists of several steps:  2047 

1. The Requestor or other person, such as the operator of the TMI places the 2048 
policies that will govern the events to be collected and user access to the event 2049 
data in the Policy Store 2050 

2. A Requestor sends an event Monitoring request to the Event Monitoring 2051 
Service. 2052 

3. The Event Monitoring Service requests that the events be monitored for the 2053 
indicated Requestor. The request (policy) indicates the Monitoring Repository 2054 
where the captured events will be stored.  2055 

4. The Policy Store accepts or rejects the request. The Policy Store will reject the 2056 
request if the indicated Requestor is not authorized to access the requested 2057 

events. The Policy Store will also reject the request if there are no policies that 2058 
cover the indicated events. In both cases the rejection will say “no policy” 2059 
because there is no policy that authorized the Requestor to access the events.  2060 

5. If the request is rejected the information will be passed onto the Requestor. 2061 

6. If the request is accepted, the Event Monitoring Service will request the data 2062 

from the indicate Asset.  2063 

7. If the Asset rejects the request the Event Monitoring Service will pass the 2064 
rejection along to the requestor with an “event request rejected” indication.  2065 

8. If the request is accepted, the event data will be published by the Asset, the 2066 
Event Monitoring Service has become a subscriber to this data.  2067 

9. The Event Monitoring Service stores the data collected from the Assets in the 2068 
indicated Monitoring Repository. 2069 

 2070 



                                     Trusted Multi-Tenant Infrastructure Reference Framework 
Copyright© TCG                                                                                                                        Version 1.00  

 

Revision 1  Page 68 of 85 
 TCG Published 

 2071 
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2072 
 2073 

Implications 2074 

The event monitoring service is used to monitor events for a variety of reasons. For 2075 
example, events could be monitored so that policy compliance can be continuously 2076 
performed within the TMI.  The trustworthiness of the captured events depends each 2077 
asset having a secure state (hardware root of trust combined with a trusted context) 2078 

defined in order to perform the monitoring activities.   2079 

 2080 

Related Patterns 2081 

Reporting Pattern has a post processing relationship to the monitoring pattern(s) to 2082 
provide policy compliance reporting that contain event information regarding the 2083 

assets within the TMI. 2084 

Provisioning/De-Provisioning of assets is required to establish the event monitoring 2085 
service and Assets.  2086 

Trusted Data Exchange to perform secure communication between the monitoring 2087 

services and policy store as well as assets and the monitoring service. 2088 
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Policy should be applied to define monitoring procedures. 2089 

The Correlation analyzes the event information populated into the event monitoring 2090 
repository. The event monitoring service does not have the ability to modify the TMI. 2091 

However, the correlation engine can modify the TMI in response to events within the 2092 

constraints allowed by policy. 2093 

Event monitoring can cause a report to be generated. 2094 

 2095 

Related Use Cases 2096 

UC-2 Provider: Modification of the established Provider Environment Policy 2097 

UC-5 Provider: Re-provision Trusted Systems Domain Assets based on changes to the 2098 
Trusted Systems Domain Policy.  2099 

UC-1 Consumer: Modification of the established Trusted System Domain Policy 2100 

UC-6 Provider: Audit of policy within the Provider Environment Policy. 2101 

UC-6 Consumer:  Audit of policy within the Trusted Systems Domain. 2102 

 2103 

3.5.2 Monitoring Data and Policy Correlation 2104 

Synopsis 2105 

Monitoring data and policy correlation compares state and/or event information 2106 

against the relevant compliance policies, trusted baselines, alone, or in combination. 2107 

The policy store contains rules on when to run compliance audits and state reports, as 2108 
well as how to respond to events passed from the monitoring services. Also defined are 2109 
the rules for evaluation of events and state information, including thresholds and 2110 
response actions. Once the monitor data has been evaluated a decision is made on 2111 

whether to trigger an event that could lead to further data collection, an enhanced 2112 
evaluation workflow, generation of a reporting action or a management action against 2113 
the domain. 2114 

 2115 

Context 2116 

In order to operate in a TMI, correlation should be established for each party to ensure 2117 
that events are compared against a secure baseline and/or compliance policy. This 2118 
pattern describes the utilization of correlation monitoring within the platform to 2119 
provide correlations between secure baselines and compliance policies.  2120 

 2121 

Selection Criteria 2122 

Correlation monitoring provides the ability to compare state or event information 2123 
against a trusted baseline or defined compliance policy to validate integrity associated 2124 
with the domain.  2125 

 2126 
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Solution 2127 

Monitoring correlation consists of several steps:  2128 

1. The Correlation Service retrieves policies from the Policy Store in order to 2129 
determine the correlation monitoring procedures.  2130 

2. The Correlation Service is notified of new events or state scans based on 2131 
subscriptions to topics published by the Monitoring Services, as well as policy 2132 
driven correlation triggers such as scheduled correlations to identify missing 2133 
events.  2134 

3. The Correlation Service retrieves data from the Monitoring Repository that 2135 

requires correlation based on policy.  2136 

4. The Correlation Service analyzes the information in accordance with policy. This 2137 
may result in new derived monitoring information 2138 

5. The Correlation Service evaluates the information against the policy statements.  2139 

6. If further action is required based on the correlation of monitoring data against 2140 

policy statements, one or more of the following Correlation Service actions can 2141 
occur: 2142 

a. An event is triggered to the Monitoring Service to collect additional 2143 
information 2144 

b. A request is forwarded to the Reporting Service provide information to 2145 

administrators, users or other systems as needed 2146 

c. An action is triggered on the Management Services to take some action on 2147 
the domain (provision, configure, etc.) 2148 

d. The results of data analysis are stored in the Monitoring Repository 2149 

7. The Correlation Service actions are reported as events to the Monitoring Service 2150 
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 2151 

 2152 

Implications 2153 

Trusted state baselines have to be defined for each asset or specific policies are needed 2154 
to allow the correlation service to compare the event results captured.   2155 

 2156 

Related Patterns 2157 

Reporting Pattern has a post processing relationship to the correlation to provide 2158 
policy compliance reporting that contain event information regarding the assets within 2159 
the TMI. 2160 

Provisioning/De-Provisioning of assets is required to establish the event monitoring 2161 
service and Assets.  2162 

Trusted Information Exchange patterns are used to perform secure communication 2163 
between the monitoring services and policy store as well as assets. 2164 

Policy should be applied to define monitoring procedures. 2165 

The Correlation Service subscribes to events published by the event monitoring service 2166 
using a publish/subscribe pattern 2167 

Agent-based, Agentless, and State Monitoring patterns populate the repositories that 2168 
the Event Correlation Monitoring Service subscribes to validate policy compliance 2169 
within the TMI.  2170 

 2171 
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Related Use Cases 2172 

UC-2 Provider: Modification of the established Provider Environment Policy 2173 

UC-5 Provider: Re-provision Trusted Systems Domain Assets based on changes to the 2174 
Trusted Systems Domain Policy.  2175 

UC-1 Consumer: Modification of the established Trusted System Domain Policy 2176 

UC-6 Provider: Audit of policy within the Provider Environment Policy. 2177 

UC-6 Consumer:  Audit of policy within the Trusted Systems Domain. 2178 

 2179 

3.5.3 Reporting Service 2180 

 2181 
Reporting Services within the TMI are intended to serve as a management service that 2182 
reactively conduct reporting of the asset’s audit, event, and state information to 2183 
ensure policy adherence.  Configuration of policies within the TMI drives how the 2184 

reporting services within the TMI collect information on assets.  All reporting is done 2185 
on data that exist in the monitoring repository. The reporting service can subscribe to 2186 
events that can be used to trigger a report. The reporting service can also use the 2187 
correlation service to perform analytics on data from the event repository. The results 2188 
of the analytics can be included in the report and recorded in the monitoring 2189 

repository. The reporting service can ask the correlation service to subscribe to events 2190 
that would cause the correlation service to periodically analyze data and record it in 2191 
the monitoring repository. The activities of the correlation service are events that can 2192 

be monitored. 2193 
  2194 

The reporting service does not take any action that modifies the TMI. It generates 2195 
reports that can be acted upon by other agents. Modifications to the TMI in response 2196 
to reports, events, or state changes would have to be initiated by the correlation 2197 
service. 2198 
 2199 

Synopsis 2200 

Reports can be generated at any point in time. Reports may contain one or more of 2201 
event data, state data, or correlated data. Data for reports is extracted from the 2202 
monitoring repository. The reliability of the data in the monitoring repository depends 2203 
on the trust model that has been established with the reporters. All data in the 2204 

monitoring contains metadata recorded by the repository that indicates the trust 2205 
model between the repository and the originator of the data. Signed data will have the 2206 
same metadata, an indication of the trust model between the supplier and the 2207 
repository and an indication of who sent the data.   2208 
 2209 

Context 2210 

Reporting is a critical part of any complex infrastructure. There should be a 2211 
mechanism to generate reports from data that is being monitored in a TMI. These 2212 
reports can be used by the owner of the TMI to ascertain the state of their 2213 

infrastructure, conduct/direct repairs, and validate billing and other infrastructure 2214 
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costs. Reports request are logged in the monitoring repository. Actual reports can be 2215 
logged in the audit repository or the monitoring repository. Reporting never changes 2216 
the state of assets. Reporting does not trigger changes of state to assets. The 2217 

consumers of reports should take explicit actions to change the state of assets. 2218 

Reports may exploit the correlation engine to generate data for the reports or to cause 2219 
an event that initiates the creation of a report. In this pattern – an external 2220 
supervisor/management entity (one of several possibilities) called the system 2221 
management interface is requesting state data from assets within the TMI. 2222 

 2223 

Selection Criteria 2224 

Reporting can be requested for any asset or entity. The quality of the report is 2225 
dependent on the trust model between the asset and the monitoring repository  2226 

 2227 

Solution 2228 

There are two fundamental elements of a reporting service: Report description and 2229 
report generation. The Reporting service has to have a mechanism for reports to be 2230 
defined. This definition includes a description of all the data required for the report, 2231 
description of any requested analysis, report frequency, and the access permissions 2232 
for the report. The TMI may optionally include some pre-defined reports. The data 2233 

description refers to data that is in the monitoring repository. A report cannot be 2234 
generated unless the requestor has permissions to all of the data that is not blinded 2235 
by the report. The description of the data required by the report has to indicate 2236 

whether the data is blinded by the report or in some sense transparent (or leaked) by 2237 
the report. The analytics are assumed to be performed by the correlation engine. A 2238 

reporting system has to allow both for predefined reports and for dynamically defined 2239 
reports. For both cases the report description will be stored in the report repository 2240 
along with a description of the requestor. Policy will determine how long dynamically 2241 
generated report descriptions are retained. The report frequency should also include 2242 
whether or not the report is automatically generated or generated only upon request. 2243 

The access permissions for the report cannot override the requirement that the 2244 
requestor of the report should have permission to all data not blinded by the report. 2245 
Reports can be authored for a narrow or wide audience.  2246 

There is a concept of data being blinded by a report.  The basic issue is that event data 2247 
contains metadata that indicates who is allowed to see the event data. Requesting a 2248 

report cannot enable an entity in the TMI (user or system) to gain access to data they 2249 
are not authorized to see. However, a report may consume data and produce a report 2250 
that does not allow the reader to derive some of the input data that was generated by 2251 
the report. Data that is used to generate a report but cannot be derived by reading or 2252 

processing the resulting report is considered to be blinded by the report. When data is 2253 
blinded by a report the access authorizations associated with the data do not flow to 2254 
the resulting report. If the data used to generate a report is not blinded by a report the 2255 
access authorization that are associated with the data flow to the resulting report. 2256 

1. Someone or some process defines a report. The report definition is placed in the 2257 

Policy Store. 2258 
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2. A Requestor requests a report. The Reporting Service request the report from 2259 
the indicated Policy Store. 2260 

3. The Policy Store returns the report definition or an error if it does not exist 2261 

4. The Reporting Service confirms that the Requestor is authorized for all non-2262 

blinded data. If not authorized, the Reporting Service returns an error. 2263 

5. The Reporting Service requests the indicate data from the Monitoring 2264 
Repository. 2265 

6. The Monitoring Repository returns the requested data or an error if it does 2266 
not exist. 2267 

7. The Reporting Service returns an error to the Requestor if one is indicated on 2268 
the data request. 2269 

8. The Reporting Service generates the requested report. This could involve 2270 
multiple calls to the Correlation Service to perform analytics on the requested 2271 
data 2272 

9. The Reporting Service stores the report in a Trusted Data Store and indicates 2273 
its location to the Requestor. 2274 

 2275 

 2276 

Implications 2277 

The reporting service when combined with the monitoring service and the correlation 2278 
service ensures that on-going policy compliance is performed actively within the TMI. 2279 
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These services rely on each asset having the ability to accurately report to the 2280 
monitoring service.  2281 

 2282 

Related Patterns 2283 

Monitoring Pattern has a precursor relationship to the reporting pattern to enable 2284 
policy compliance reporting that contain state information regarding the assets within 2285 
the TMI. 2286 

Provisioning/De-Provisioning of assets is required to establish the reporting service 2287 
and Assets.  2288 

Trusted Data Exchange to perform secure communication between the reporting 2289 
service, monitoring service and policy store as well as assets. 2290 

Policy should be applied to define prior to report generation. 2291 

The Correlation Service will perform all auditing processes and take any required 2292 
actions within the limits specified by policy. 2293 

 2294 

Related Use Cases 2295 

UC-2 Provider: Modification of the established Provider Environment Policy 2296 

UC-5 Provider: Re-provision Trusted Systems Domain Assets based on changes to the 2297 
Trusted Systems Domain Policy.  2298 

UC-6 Provider: Audit of policy within the Provider Environment Policy. 2299 

UC-6 Consumer:  Audit of policy within the Trusted Systems Domain. 2300 

UC-1 Consumer: Modification of the established Trusted System Domain Policy 2301 

 2302 

3.5.4 Management/Control Services 2303 

Synopsis 2304 

Management/Control Services within the TMI are intended to serve as a management 2305 
service that provides service initiation/decommission asset adjustment, and 2306 
administrative sustainment of assets.  2307 

 2308 
Context 2309 

In order to operate in a TMI, Management/Control Services should be established for 2310 
each party to ensure that administrative functions within the TMI allow for Asset 2311 
policy compliance.  This pattern describes the utilization of Management/Control 2312 

Services within the platform to provide service initiation/decommission asset 2313 
adjustments, and administrative sustainment of the assets.  2314 

Selection Criteria 2315 

Management/Control Service is utilized when the administration of Assets includes 2316 

initiation/decommission of Asset services, making adjustments to the Assets, and 2317 
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performing administrative sustainment activities on Assets driven by 2318 
Management/Control policies.   2319 

 2320 

Solution 2321 

Event correlation monitoring consists of several steps:  2322 

1. The Management/Control Service retrieves policies from the Policy Store in 2323 
order to conduct administrative activities. 2324 

2. Once policy is applied the Management/Control Service can respond to 2325 
triggers to take required actions including initiating/decommissioning services, 2326 

making Asset adjustments, and administering Assets within the TMI.   2327 

Management/
Control Service

Policy Store

Receives Policy

Asset

Service Initiation/Decommission 

Asset Adjustment

Administers

Receives Triggers

 2328 

Implications 2329 

The event monitoring service ensures that on-going policy compliance is performed 2330 
actively within the TMI but it relies on each asset having a defined secure baseline or 2331 

having specific policies to allow for event correlation.   2332 

The Management/Control Services allows for the adjustments of assets, sustainment 2333 
of asset configurations, and initiation/decommission of services to maintain proper 2334 
management of assets against defined TMI policies.  2335 

 2336 

Related Patterns 2337 

Reporting Pattern has a post processing relationship to management and control to 2338 
provide policy compliance reporting that contain event information regarding the 2339 
assets within the TMI. 2340 

Provisioning/De-Provisioning of assets is required to establish the event monitoring 2341 

service and Assets.  2342 

Trusted Data Exchange to perform secure communication between the monitoring 2343 
services and policy store as well as assets. 2344 

Policy should be applied to define monitoring procedures. 2345 

Agent-based and Agent-less event monitoring to collect the events from the assets.  2346 
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State Monitoring services to determine the current state of the asset and verify 2347 
compliance against baselines and policies.  2348 

Related Use Cases 2349 

UC-1 Consumer: Modification of the established Trusted System Domain Policy. 2350 

UC-2 Consumer: Use of the Consumer Management Agent to manage resources within 2351 
the Trusted System Domain 2352 
UC-3 Consumer: Use of the Consumer Management Agent after deviation from 2353 
Trusted Systems Domain steady state after modification of Platform Environment 2354 
hardware/software. 2355 

UC-5 Consumer: The retirement of the Asset within the Trusted Systems Domain 2356 

UC-2 Provider: Modification of the established Provider Environment Policy. 2357 

UC-10 Generic: Provision application components within the Trusted Systems Domain 2358 

 2359 

3.6 Provisioning Services 2360 

Provisioning services are used to create, change, or destroy resources within a multi-2361 

tenant infrastructure. The provisioning agent acts on behalf of the requestor. The 2362 
provisioning agent may be acquiring or acting on a resource or set of resources. If 2363 
there is a policy store associated with an item, there should be policy allowing the 2364 
request in the policy store or the request will fail. For every request the credentials of 2365 
the requestor should be validated. 2366 

3.6.1 Provisioning a Trusted Systems Domain 2367 

Synopsis 2368 

A Trusted Systems Domain should be provisioned before any other action can be 2369 
taken on it or for it. This service is used to create a trusted systems domain with an 2370 

empty policy store.  2371 
 2372 

Context 2373 

When a consumer desires to create and start using a multitenant infrastructure. The 2374 
consumer should first establish trusted communication with the multitenant 2375 

infrastructure and use this trusted channel to create a Trusted Systems Domain. After 2376 
the trusted systems domain is created the Trusted Systems Domain Policy Store 2377 
should be populated with the default policies for the Trusted Systems domain. 2378 
Provisioning Services, Error! Reference source not found. are used to place policies 2379 
in the policy store.  2380 

 2381 

Selection Criteria 2382 

It is assumed that a trusted channel has been established between the consumer and 2383 
the provider. A new Trusted Systems Domain is created if allowed. The Trusted 2384 

Systems Domain, an empty Trusted Systems Domain Policy Store, and a Trusted 2385 
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Identity Store with the credentials for the existing trusted context between the 2386 
consumer and provider are returned to the consumer.  2387 

 2388 

Solution 2389 

1. The Consumer Management Agent requests that the Provider Management 2390 
Agent create a new Trusted Systems Domain.  2391 

2. The provider checks the Provider Systems Domain Policy Store to see if it can 2392 
allocate a Trusted Systems Domain. 2393 

3. If the provider is allowed to fulfill the request 2394 

a. The provider allocates a Trusted Systems Domain for the Consumer 2395 
Management Agent 2396 

b. The provider allocates an empty Policy Store associated with the Trusted 2397 
Systems Domain 2398 

c. The provider creates a Trusted Entity Store that is part of the Trusted 2399 

Systems Domain. The Trusted Entity Store is initialized with the 2400 
credentials associated with the trusted context that exist between the 2401 
Consumer Management Agent and the Provider Management Agent. 2402 

d. The provider returns to the consumer the new Trusted Systems Domain, the 2403 
empty Trusted Systems Domain Policy Store, and the Trusted Entity Store. 2404 

4. If it is not allowed, the Provider Management Agent indicates to the Consumer 2405 

Management Agent that the request cannot be fulfilled. 2406 

 2407 

 2408 

Implications 2409 
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If the Trusted Systems Domain is provisioned then the consumer should populate the 2410 
Trusted Systems Domain policy store before any other actions can be completed. 2411 
Inability to provision a new trusted systems domain can be caused by a number of 2412 

factors including the consumer not being allowed to add another domain. An 2413 

appropriate message will be given to the Consumer Provisioning Agent if the request 2414 
cannot be granted. If the consumer is not allowed to provision another Trusted 2415 
Systems domain, the consumer will have to correct the underlying issue(s) which 2416 
could require renegotiating their contract with the provider or selecting another 2417 
provider. 2418 

 2419 

Related Patterns 2420 

The consumer will have to establish a trusted context with the provider and exchange 2421 
information between trusted parties, the provider and the consumer, in order to 2422 
provision a Trusted Systems Domain. Once the domain is provisioned, the consumer 2423 

will have to establish a trusted context with the newly provisioned Trusted Systems 2424 
Domain in order to operate on it and use the TSD. Once the Trusted Context is 2425 
established the consumer can use the other patterns in the TMI to manage and exploit 2426 
the Trusted Systems Domain 2427 

 2428 

Related Use Cases 2429 

The following use cases are directly related to provisioning a Trusted Systems Domain: 2430 

Generic: UC-2 2431 

Provider: 2432 

Consumer: UC-5 2433 

The following use cases are indirectly related to provisioning of Trusted Systems 2434 
Domains: 2435 

Generic: UC-1, UC-3, UC-4, UC-5, UC-6, UC-7, UC-8, UC-10 2436 

Provider: UC-3, UC-4, and UC-5 2437 

Consumer: UC-3 and UC-4 2438 

 2439 

3.6.2 Provisioning a dedicated Asset 2440 

Synopsis 2441 

From the use cases some examples of dedicated assets that can be provisioned are 2442 

the: Consumer Management Agent, Server, Storage volume, Peripheral Device, 2443 
Application Components,  Consumer Audit Agent, and Consumer Centralized Audit 2444 
Collection Environment. Provisioning services are used to create, operate on, or 2445 
destroy assets associated with Trusted Systems Domains. The consumer should first 2446 
provision a Trusted Systems Domain. Next, a trusted channel should be established 2447 

with the new Trusted Systems Domain, finally, the policy store of the Trusted Systems 2448 
Domain should be populated before any other assets can be provisioned. Once these 2449 
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steps have been completed other assets can be provisioned to the Trusted Systems 2450 
Domain. The Trusted Systems Domain which is to contain the new dedicated asset 2451 
should be indicated in the request.  2452 

 2453 

Context 2454 

After a Trusted Systems Domain is created, any assets that are required for the TSD to 2455 
function properly should be provisioned. While operating a Trusted Systems Domain 2456 
may discover that it needs additional assets or that it no longer needs assets. When a 2457 
Trusted Systems Domain is no longer needed, the remaining assets should be 2458 

returned to the provider. The requestor can be the consumer or an agent acting on 2459 
behalf of the consumer. 2460 

Selection Criteria 2461 

This pattern will be used when an asset should be provisioned that will not be shared; 2462 
the new asset will be completely under the control of the trusted systems domain. It is 2463 

assumed that a trusted channel has been established between the requestor and the 2464 
provider. The Trusted Systems Domain that is to contain the new dedicated asset 2465 
should be indicated on the request. The policies associated with the Trusted Systems 2466 
Domain should allow the creation of the requested asset. The provider cannot check 2467 
that the requestor’s policy allows the allocation of the asset. Ideally, if there are no 2468 

policies governing this type of asset in the Trusted Systems Domain Policy Store, the 2469 
request should fail (the provider cannot enforce this). If the provider’s policy does not 2470 
allow the allocation, the request will fail. The metadata associated with the Trusted 2471 
Systems Domain is updated to contain the new asset if the request is successful. Once 2472 
the asset is provisioned the requestor should establish a trusted context with the new 2473 

asset to validate and manage it. 2474 

Solution 2475 

1. The Requestor checks that their policy allows creation of the requested Asset. If it 2476 
does not allow creation of the Asset, the request fails. 2477 

2.  If it is allowed to create the Asset, the Requestor requests that the Provider 2478 

Management Agent allocates a new Asset in the indicated Trusted Systems 2479 
Domain.  2480 

3. The Provider Management Agent checks the Provider Policy Store  2481 

a. To see if there are policies governing this asset type. 2482 

b. To check that an additional Asset of this type is allowed. 2483 

 If either of these conditions fails, the Requestor is notified. 2484 

4. The Provider Management Agent checks the Provider Asset Repository to see if 2485 
an Asset of this type which meets the required policies is available. 2486 

5. If the Provider Management Agent is allowed to fulfill the request 2487 

a. The Provider Management Agent provisions the asset to the indicated Trusted 2488 
Systems Domain. 2489 
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b. The Provider Management Agent establishes trusted context for the new 2490 
Asset the Provider Trusted Entity Store is updated to indicate the assignment of 2491 
the Asset. 2492 

5. If the request is not fulfilled for any reason the Provider Management Agent 2493 

notifies the Requestor 2494 

6. If the request is fulfilled the Provider Management Agent notifies the Requester 2495 
and returns the Asset.  2496 

7. If the request was fulfilled, the Requestor Management Agent establishes trusted 2497 

context for the new Asset and the Requestor Trusted Entity Store is updated to 2498 
indicate the presence of the Asset 2499 

8. If the Requestor finds a problem with the Asset, it is returned to the Provider 2500 
Management Agent. 2501 

 2502 
Implications 2503 

The consumer should populate the Trusted Systems Domain Policy Store with policies 2504 

governing all the assets that will be provisioned to the Systems Domain before those 2505 
assets are provisioned. (This is a self-enforced constraint.)  The provider’s policy 2506 
should allow provisioning of the asset to the Trusted Systems Domain indicated by the 2507 
consumer.   2508 
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The asset type should be one of: Consumer Management Agent, Server, Storage 2509 
Volume, Peripheral Device, Application Components, Consumer Audit Agent, or 2510 
Consumer Centralized Audit Collection Environment 2511 

 2512 

Related Patterns 2513 

The consumer should have established a trusted context with the provider and 2514 
enabled the exchange of information between trusted parties, the provider and the 2515 
consumer, in order to initially provision the Trusted Systems Domain. Once the 2516 
domain is provisioned, the consumer will have to establish a trusted context with the 2517 

newly provisioned Trusted Systems Domain in order to operate on and use the TSD. 2518 
Once the Trusted Context is established the consumer can use the other patterns in 2519 
the TMI to manage and exploit the Trusted Systems Domain. The consumer will have 2520 
to assure through the use of Management and Monitoring services that the 2521 
provisioning action will not disrupt the function of the Trusted Systems Domain. 2522 

 2523 

Related Use Cases 2524 

The following use cases are directly related to provisioning a dedicated asset: 2525 

Generic: UC-1, UC-4, UC-5, UC-8, and UC-10 2526 

Consumer: UC-5  2527 

The following use cases are indirectly related to provisioning a dedicated asset: 2528 

Generic: UC-2, UC-3, 2529 

Provider: UC-3, UC-4, and UC-5 2530 

Consumer: UC-3, UC-4, and UC-5 2531 

 2532 

3.6.3 Provisioning a Shared Asset 2533 

Synopsis 2534 

Examples of shared assets that can be provisioned include a Communications 2535 
Channel and a Data Exchange Gateway. For shared assets, both parties should 2536 

provision the asset and the policies governing the asset should be consistent (or 2537 
match) in order for the asset to function properly. The asset will not become active 2538 
until the second party provisions the asset. The asset only operates within the scope of 2539 
each party’s policies. 2540 
 2541 

Context 2542 

Each party provisioning a shared asset is authorizing their Trusted Systems Domain 2543 
to share the asset with another party within the scope of its policies. The party could 2544 
be another Trusted Systems Domain, or some arbitrary system such as one 2545 
represented by a URL/UUID. If the other party is another Trusted Systems Domain, 2546 

then that domain should also provision the asset for sharing to occur.  If the indicated 2547 
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partner is outside the auspices of the provider, then provisioning the shared asset 2548 
explicitly authorizes communications to/from that partner. 2549 

Selection Criteria 2550 

This pattern is used when there is a need to share an asset with another party. 2551 

Sharing will not occur unless both parties “provision” the asset. It is assumed that a 2552 
trusted channel has been established between the requestor and the provider. The 2553 
Trusted Systems Domain that is provisioning the new shared asset should be 2554 
indicated on the request. The policies associated with the Trusted Systems Domain 2555 
should allow the creation of the requested asset. The provider cannot check that the 2556 

requestor’s policy allows the allocation of the asset. Ideally, if there are no policies 2557 
governing this type of asset in the Trusted Systems Domain Policy Store, the request 2558 
should fail (the provider cannot enforce this). If the provider’s policy does not allow the 2559 
creation of the shared asset, the request will fail and the requestor will be notified. The 2560 
metadata associated with the Trusted Systems Domain is updated to contain the new 2561 

asset if the request is successful.  2562 

 2563 

Solution 2564 

1. The Requestor checks the Trusted Systems Domain Policy Store to see if the 2565 
shared asset is allowed. 2566 

a. If the shared request is not allowed the Requestor notifies the owner of the 2567 
Trusted Systems Domain (this check is self-enforcing). 2568 

2. The Requestor provisions the policies that will govern the shared Asset.  2569 

3. The Requestor asks the Provider Management Agent  to provision the shared 2570 
Asset 2571 

a. The Requestor should indicate the Trusted Systems Domain, the request 2572 
type, and the partner or partners that will share the Asset.  2573 

4. The Provider Management Agent validates the request against the policies in the 2574 
Provider Policy Store. 2575 

a. If the request is not valid the Requestor will be notified. 2576 

5. If policies allow the shared Asset to be provisioned the Provider Management 2577 
Agent requests that the Partner Provider Management Agent also provision the 2578 
shared asset. 2579 

6. The Partner Provider Management Agent accepts or rejects the request 2580 

7. The Provider Management Agent notifies the requestor of the disposition of the 2581 

request. 2582 

8. If the request was accepted the Requestor Management Agent establishes a trusted 2583 
context with the shared Asset and updates the Requestor Trusted Entity Store. 2584 

9. The Requestor provisions polices associated with the shared Asset. 2585 

 2586 
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 2587 

 2588 

Implications 2589 

If a shared asset is provisioned the requestor can start using it immediately. However, 2590 
some shared assets, such as a communications channel, may not properly work until 2591 
at least one other party provisions the asset. Provisioning a shared asset with a party 2592 
that is outside the auspices of the provider explicitly allows communication with that 2593 

partner. Communications channels are shared objects. Provisioning of a 2594 
communications channel configures the providers systems so that they will permit 2595 
communications with the indicated partner(s) within the scope of each party’s policies.  2596 
This allows the requestor to initiate communications or wait for the partner(s) to 2597 
initiate. The communications policies established when the Systems Domain and the 2598 

Trusted Systems Domain were provisioned, or subsequent modifications to those 2599 
policies will determine whether a communications channel can be established. 2600 

A multi-party asset may not be deprovisioned until the last party deprovisions the 2601 
asset. The shared asset will only function if there are no conflicts between the policies 2602 
associated with the shared asset. 2603 

 2604 

Related Patterns 2605 
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The consumer should have established a trusted context with the provider and 2606 
enabled the exchange of information between trusted parties, the provider and the 2607 
consumer, in provision the shared asset. The requestor should have already 2608 

provisioned the Trusted Systems domain which is to contain the shared asset. Once 2609 

the shared asset is provisioned, the consumer will have to establish a trusted context 2610 
with the newly provisioned shared asset in order to set it policies and use the TSD. 2611 
Once the Trusted Context is established the consumer can use the other patterns in 2612 
the TMI to manage and exploit the shared asset. The consumer will have to assure 2613 
through the use of Management and Monitoring services that the provisioning action 2614 

will not disrupt the function of the Trusted Systems Domain. 2615 

 2616 

Related Use Cases 2617 

The following use cases are directly related to provisioning a shared asset 2618 
(communications channel: 2619 

Generic: UC-1 and UC-6 2620 

Provider: UC-2 2621 

Consumer: UC-5  2622 

The following use cases are indirectly related to provisioning a communications 2623 
channel: 2624 

Generic: UC-2, UC-3, 2625 

Provider: UC-3, UC-4, and UC-5 2626 

Consumer: UC-3, and UC-4 2627 

 2628 


